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Abstract 

An extensive database of simultaneously obtained wall pressure and velocity mea- 

surements was acquired for a high Reynolds number, equilibrium turbulent flow. 

These data were obtained in both streamwise and spanwise measurement planes us- 

ing an array of wall pressure transducers. Analyses of these data were performed to 

examine the spatial extent and convective features of turbulence producing struc- 

tures. 

Several signal processing techniques were shown to extract detailed structural 

features of the turbulent motions. These techniques included digital band-pass fil- 

tering to discriminate between turbulent scales and a localized variance method for 

the detection of clusters of high frequency turbulent activity. 

Cross-spectral, cross-correlation, and conditional sampling methods applied to 

these data clearly show the dynamical relationships between coherent turbulent mo- 

tions as well as their induced wall pressure signatures. Both pressure-velocity corre- 

lation results and conditionally averaged maps of the flow field sampled on peak wall 

pressure events, reveal a consistent correlation between large scale motions and near- 

wall, small scale turbulent production activity. The large scale vortical motions (or 

shear layers) extend across the turbulent boundary layer and exhibit Reynolds stress 

(turbulent production) characteristics. These findings are consistent with many of 

the proposed conceptual models of organized motions. 
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Chapter 1 

INTRODUCTION 

1.1    Motivation 

When steady fluid flow along the surface of a body changes from laminar to turbu- 

lent, the surface becomes subjected to unsteady forces which can induce unwanted 

structural vibrations. These forces are the result of velocity fluctuations associated 

with the turbulent boundary layer. The nature of these fluctuating velocities, their 

origin, scales, locations, etc., have been the subject of both experimental and numer- 

ical fluid dynamics research for many years. These efforts have resulted in a limited 

understanding of the physical processes governing turbulence. 

There is a consensus in the turbulence research community that organized mo- 

tions play a key role in the physics of turbulent flow. Distinct turbulent structures 

which populate the turbulent boundary layer are believed to originate, in most cases, 

from near-wall flow eruptions or velocity excursions commonly known as the 'burst- 

ing' process. The bursting process is of fundamental importance since it is the inher- 

ent mechanism for the production and maintenance of turbulence in wall bounded 

flows. 

Many investigators have also observed that the near-wall burst events, which are 

intermittent and relatively short in duration, produce large amplitude wall pressure 

footprints which contribute significantly to the unsteady excitation force on the 



surface [26, 25, 44, 46]. The wall pressure footprint of organized turbulent structures, 

i.e., the spatial and temporal features of the the wall pressure field induced by these 

structures, has not yet been well established. 

At the same time that scientists have been studying the fundamental properties of 

turbulence, engineers have been developing schemes to minimize turbulence related 

drag and vibration. Most of the control schemes developed were passive surface 

modifications (LEBUs, riblets, etc.) aimed at reducing drag. More recent attempts 

at turbulence control have focused on active techniques (suction/blowing, surface 

motion, etc.) wherein the boundary layer is acted upon at times determined by a 

control algorithm to reduce local turbulent activity. These control schemes are based 

on the detection of turbulence producing, "active" motions1, and manipulating the 

flow field to affect or break-up these structures. The most commonly used detection 

schemes are based on the measurement of shear stress or wall pressure. The wall 

pressure based schemes require the knowledge of the distinct spatial and temporal 

characteristics, i.e., the wall pressure signature, of the turbulent structures. 

The primary purpose of this experimental investigation is to identify the or- 

ganized motions related to turbulent production, and to measure the spatial and 

temporal characteristics of these structures as seen in their wall pressure signatures. 

The results of this research can serve as a framework for the design of active or 

adaptive turbulence control systems. 

1.2    Background 

In this section, an overview of several topics relevant to this investigation is pre- 

sented. This overview begins with a brief discussion of the criteria imposed to 

discriminate between "active" and "passive" turbulent structures. This is followed 
xIn the literature, those structures directly related to the production process are referred to as 

'active' while others are often called 'passive' structures. 



by a review of the current "state of the art" in the understanding of the types of 

structures which inhabit a turbulent boundary layer. Several recently proposed con- 

ceptual models for coherent structures are described to establish a foundation for 

discussion of the experimental results in this investigation. Finally, a brief summary 

of previous wall pressure research is provided. 

1.2.1    Turbulence Production 

Since this investigation will focus on organized motions which are involved in the 

turbulent production process, it is essential that an explicit criterion for turbulent 

production or "active" motions be established. This is achieved by examining the 

equation which governs the balance of turbulence kinetic energy. By decomposing 

the velocity in the ith direction into its mean and fluctuating components, [/,-+«*,and 

substituted it into the Navier-Stokes equations for incompressible flow, the equation 

for the turbulence kinetic energy KT = (u\ + u\ + u\)/2 = UiUi/2 can be obtained 

as: 
DKT dU;        dui dui       d 

UiUj— v 
Dt dxj       dxj dxj     dx 3 

puj       8KT 
KTUJ H  — v 

p dxj 

where D/Dt is the substantial derivative, p is the density, and p is the fluctuating 

pressure. Overbars represent time averages. This equation contains three terms 

which, from left to right, represent turbulent production, viscous dissipation, and 

turbulence transport (the bracketed terms). The focus of this investigation is the 

first term, turbulence production, characterized by the interaction of the Reynolds 

stresses —üiü] with the mean shear gradient. 

For positive turbulent production to occur, the Reynolds stresses —u^u] must be 

positive, i.e., the product U{Uj must be negative. In the flow field studied in this 

investigation, positive production occurs when u < 0, and v > 0 or u > 0,v < 0, 

which correspond to the second and fourth quadrants of the u-v plane. These motions 



are commonly referred to as Q2 and Q4 motions or ejections and sweeps of fluid. 

Turbulent motions or "coherent structures" characterized by Reynolds stresses in 

the Q2 and Q4 quadrants will be considered active motions. 

1.2.2    Coherent Structures 

Turbulent structures are commonly referred to in the literature as 'coherent struc- 

tures' or 'organized motions'. Before discussing the current understanding of tur- 

bulent structures, it is important to define precisely what is meant by this expres- 

sion. For this investigation, a general definition for "coherent motions" proposed by 

Robinson [44] is appropriate since many experimental correlation measurements will 

be presented. Robinson defined coherent motion as " a three dimensional region of 

flow over which at least one fundamental flow variable (velocity component, density, 

temperature, etc.) exhibits significant correlation with itself or with another variable 

over a range of space and or time that is significantly larger than the smallest local 

scales of the flow." 

In Robinson's review article, he compiled a thorough summary of types of tur- 

bulent structures identified experimentally and numerically by the turbulence com- 

munity in the last 40 years. He divided these structures into eight categories: 

1. Low speed streaks in the viscous sublayer. 

2. Lifting and ejection of these streaks. 

3. Subsequent sweep of high speed fluid inward. 

4. Vortical structures of varying form. 

5. Sloped near-wall shear layers with high spanwise vorticity. 

6. Near wall pockets swept clean of marker fluid (splats). 



7. (5-scale motions capped by the inner/outer interface. 

8. Shear layer backs of these motions. 

It is important to note that these structures are not only intermittent in time, but 

also different in size and shape, depending on their location relative to the wall. 

Two fundamental questions that have challenged researchers are: which of these 

inner and outer layer structures play the dominant role in the physical mechanism 

governing turbulence, and to what extent do these structures interact during these 

production and maintenance processes. These questions are the subject of much 

controversy. Many investigators have proposed models for the turbulence production 

process in which some of these structures interact collectively. Nearly every model 

involves several of the structures listed above. Despite the controversy over what 

role these structures play in the turbulence production process, there is a general 

consensus in the turbulence community about the presence of these coherent motions. 

Robinson summarizes what he believes to be the "knowns" concerning coherent 

motions. 

• The majority of turbulence production occurs in the near wall "buffer" region 

during violent outward ejections of low speed fluid (bursts) and during inrushes 

of high speed fluid toward the wall (sweeps). 

• Horseshoe or hairpin-like vortices are embedded in the turbulent boundary 

layer and are believed to be critical in the turbulence production cycle and in 

momentum transport between the inner and outer layers. 

• Three dimensional bulges in the outer region form the boundary between the 

turbulent and non-turbulent regions of the flow. High speed fluid impacting 

the upstream sides of these large scale motions form sloping 5-scale shear layers 

(backs). 



• Outer layer structures have a (Reynolds number dependent) modulating influ- 

ence on near wall events. 

From the standpoint of controlling turbulence, knowledge of the dynamic features 

of the active structures is critical. The fact that nearly 80 percent of turbulence en- 

ergy is produced during the quasi-periodic burst/sweep events [54] makes disrupting 

this process the key to active control. It is also believed that these burst/sweep 

events are self-regenerating, suggesting that to disrupt one event might affect future 

events. Breaking this chain of events will require a scheme for detecting the onset of 

a turbulent production event. As stated earlier, shear stress and wall pressure have 

shown promise as the turbulent properties to detect on, however, the small (tempo- 

ral and spatial) scales associated with the near wall production events make even 

the smallest micro-sensors look large, especially at high Reynolds number. If a link 

could be established between the near wall, turbulent production events and other 

larger scale structures in the outer flow (shear layers, backs, etc.) then detection of 

the large scale structures could pinpoint turbulent production events. 

In summary, the central issues in understanding turbulence can be restated as 

the interaction between the inner and outer layer structures of the boundary layer, 

and their causal relationship in the turbulence production process. Kline and Robin- 

son [29] summarize the three most commonly argued points of view on these issues: 

• Outer-dominant, in which the inner layers are driven by fluctuations in the 

outer layer (not widely accepted). 

• Wall-dominant, in which energetic actions including most of the turbulence 

production occur in the inner layer and hence the outer layers are merely 

collections of "tired" turbulence diffused outward from events near the wall. 



• A third view in which the two layers interact so that both are important in 

the totality of structures which occur in the boundary layer. 

The third view, a compromise between the first two, is gaining popularity as the 

complexity of the turbulence production process is continuously revealed in new 

research utilizing a broad range of flow visualization and quantitative measurement 

techniques. 

1.2.3    Conceptual Models 

Many researchers have proposed models which describe the kinematic and dynamic 

processes of turbulence. Theodorsen [49] first proposed a horseshoe or hairpin-like 

vortex model based on the vorticity transport form of the Navier-Stokes equations. 

Willmarth and Tu [55] proposed a model for the average near wall eddy structure 

based on space time correlations between wall pressure and velocity. Again, the 

hairpin vortex was the dominant theme, however, they extended the influence of the 

vortex to the outer edge of the boundary layer. Offen and Kline [38], Hinze [20], and 

many others suggested similar models based on the lift up and ejection of horseshoe- 

like vortical structures in the near wall region of the turbulent boundary layer. A 

relationship between coherent outer motions and the near wall turbulence production 

was presented by Praturi and Brodkey [42] where near wall ejections were induced 

by the passage of 5-scale shear layers. Falco [15] also suggested that large scale outer 

structures affect but do not govern near wall production. 

The work of Thomas and Bull [50] has served as a basis for many recently pro- 

posed models. Using both shear stress and wall pressure as a detector of near wall 

burst/sweep motion, Thomas and Bull demonstrated that near wall, high frequency 

activities were associated with the passage of large scale organized flow structures 

(an inclined shear layer, See figure   1.1). Although unable to show what triggered 
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Figure 1.1: Large scale structure associated with the burst-sweep cycle and corre- 
sponding wall shear and wall pressure distrubutions. From Thomas and Bull (1983) 

the near wall event, Thomas and Bull did rule out the pressure pattern of the pass- 

ing large scale structures. Correlating large and small scale turbulent motions by 

filtering pressure and velocity data was a feature of their work. This aspect of their 

investigation motivated some of the filtering techniques used in the present investi- 

gation. 

Valuable insight on turbulent structures has been obtained from the direct numer- 

ical simulation (DNS) studies on turbulence in a low Reynolds number (Re=1410) 

flat plate boundary layer by Spalart [47]. Kline (1992AFOSR) reviewed the overall 

results of DNS studies and found that two types of vortices are found to be "central 

structures : 



• inner layer: tilted streamwise vortices (legs) 

• outer layer: transverse vortices (heads) 

The two forms overlap in the log-law region of the boundary layer. Kline further con- 

cluded that these structures are strongly related to the production process. Robin- 

son [43] had earlier proposed a model consistent with these findings. It is based on 

hairpin-like vortices in which both streamwise and arch-like structures exist together, 

sometimes as part of the same vortical structure (See figure 1.2). Robinson relates 

most of the eight structures listed earlier to these vortical structures, including the 

(5-scale shear layers. 

Choi [11] attempted to combine all the ingredients of near wall turbulence men- 

tioned above into a universal model (See figure 1.3). His model accounts for the 

regenerative property of turbulence through the interaction of near wall "bursts" 

and near wall transverse vortical filaments. Choi proposes that the counter-rotating 

legs of hairpin-like vortices generate the near wall burst by introducing high mo- 

mentum fluid into the near wall region (stage 1), as a result, an upstream transverse 

vortex filament is lifted and stretched (stage 2) and ejected (stage 3). 

Many other models with similar features have been proposed by Kovasnay [31], 

Laufer [34], Blackwelder & Eckelmann [4], Dinkelacker [13], Wallace [51], Field- 

ler [18], Adrian [1], Jimenez [23] and Kobashi k Ichijo [30]. Nonetheless, this brief 

survey illustrates a common theme, that is, sweeps and ejections play significant 

roles in maintaining turbulence and that hairpin-like vortices appear to be the dom- 

inant structures. An active control scheme that can disrupt this process will require 

the detection of oncoming burst/sweep events in the flow field. The wall pressure 

signature of these events may be used as a "detector function" if a pressure model 

could be adequately defined. 



ARCH or 
HORSESHOE . 

ISP 

Figure 1.2: Conceptual model of the kinematical relationships between (1) ejec- 
tion/sweep motions and quasi-streamwise vortices in the near wall and (2) ejec- 
tion/sweep motions and arch-shaped vortical structures in the outer region. From 
Robinson (1991) 

1.2.4    Wall Pressure Signatures 

In an incompressible turbulent boundary layer, pressure fluctuations are caused by 

fluctuations of velocity. This relationship is governed by the Poisson Equation: 

dx? = -P 
dUx duj 2—1—I + 
dxj dxi 

d2 

dxjdx 
(U{Uj — U{Uj) 

The right hand side of this equation indicates two sources of pressure fluctuations. 

The first term is the linear interaction of the mean shear (gg-) with turbulence 

(&0L)   The second term is the non-linear interaction of turbulence with turbulence. 
\ dxi I' 

The fluctuating pressure at the wall would be obtained by integrating the Poisson 

equation over the entire flow field. Turbulent sources of all scales throughout the 

flow field contribute to the wall pressure. 

Farabee [16] studied the wall pressure field downstream of a surface disturbance. 

Based on scaling laws and spectral measurements, Farabee showed that the high- 

frequency pressure fluctuations were associated exclusively with sources near the 

wall. Farabee also demonstrated the influence of large scale, outer layer disturbances 
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Figure 1.3: Conceptual model for the near wall turbulence activities of the boundary 
layer. From Choi (1996) 
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on the low frequency pressure fluctuations as well as the value of the RMS wall 

pressure. By correlating high pass and low pass filtered pressure and velocity data, 

Kobashi and Ichiho [30] also showed the location of high frequency pressure sources 

to be in the near wall region. They found that the low frequency sources correlated 

across the entire boundary layer. 

Karangelen [26] explored the temporal, statistical, and spectral features of the 

wall pressure fluctuations in an equilibrium turbulent boundary layer. The fluc- 

tuating wall pressure was found to exhibit Gaussian-like behavior, zero mean and 

skewness close to zero, however, the distribution was decidedly non-gaussian when 

examining higher moments. Karangelen's spectral results confirmed the findings of 

Farabee regarding the inner/outer scaling as well as the cross spectral (convection 

velocity) behavior of the wall pressure spectrum. Her temporal analysis of large am- 

plitude events also showed the dominance of these intermittent events on the RMS 

wall pressure. The average duration and time between events confirmed that large 

amplitude pressure events are footprints of the near-wall bursting cycle. 

Wilczynski [53] carried the analysis of Karangelen further by correlating wall 

pressure events with turbulent structures throughout the boundary layer. Through 

various signal processing and conditional sampling techniques he was able to identify 

many of the turbulent structures classified by Kline and Robinson [29], as well as 

to correlate velocity events with wall pressure events. Wilczynski concluded that 

in the near-wall bursting process, ejections of low speed fluid were associated with 

local, temporal increases in the wall pressure, and that sweeps were associated with 

decreases in wall pressure. From his results, he proposed a model for the localized 

wall pressure footprint of the bursting process, suggesting that positive and negative 

pressure events as well as the oscillations that precede and follow them are often 

components of the ejection and sweep, burst cycle (See figure 1.4). Johannson, Her, 

12 



zj? 
Ej ect i on Sweep 

favorable 

pressure 

gradi enx 

Figure 1.4: The wall pressure signature during the bursting process. From Wilczyn- 
ski (1992) 

and Haritonidis [24] also found that negative wall pressure peaks were associated 

with sweep-like motions. 

By sampling wall pressure during periods of large du/dy, Astolfi and Forestier [2] 

identified a wall pressure footprint associated with the passage of an inclined shear 

layer, similar to the model proposed by Wilczynski [53]. Their shear layer was 

preceded and followed by ejection and sweep like motions, respectively. Thomas 

and Bull [50] identified a similar shear layer with a pressure signature as shown in 

figure 1.1. At about the same time that Thomas & Bull's results were published, 

Schewe [45] was experimenting with an array of pressure transducers. Schewe was 

able to visually track pressure producing structures in time records and attributed 
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them to sources near the wall (y+ <21). Schewe also demonstrated the effectiveness 

of conditional sampling and averaging the array signals to measure the convection 

velocity of the structures. Schewe's success with an array of pressure transducers 

encouraged the use of an array in this investigation, and his results will serve as a 

benchmark for some of the data to be presented. 

Kammeyer [25] examined the flow field associated with large amplitude wall 

pressure events using signal processing techniques such as wavelet filtering, and 

conditional sampling on clusters of events. Kammeyer observed the presence of an 

inclined vortical structure associated with large amplitude pressure events, similar 

to the findings of other investigators. The work by Kammeyer on flow structures and 

associated wall pressure events was quite promising and served as the framework for 

the analyses used in this investigation. 

The structures associated with turbulence production, their movement and in- 

teraction have been demonstrated to impart a pressure signature at the wall. Un- 

fortunately passive structures (those not directly associated with production) also 

induce fluctuating wall pressures. Discrimination between the pressure signatures of 

active and passive structures will be necessary in any successful control scheme and 

this will inevitably require an understanding of the physical processes. The ability 

to track these flow structures and to discriminate them from background turbulence 

is the major challenge of this research. 

1.3    Objectives and Outline of Dissertation 

The major goal of the research is to clarify the unresolved issues discussed above 

concerning the causality between organized motions and wall pressure fluctuations. 

To achieve this goal, new experiments were performed using an array of pressure 

transducers.  The analyses of the acquired data will require a range of signal pro- 
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cessing techniques and the results can then provide the framework for validating 

or disproving many of the hypotheses regarding turbulent structures and their wall 

pressure signatures. 

There are three fundamental objectives of the investigation: 

1. To identify and discriminate the active structures from the passive structures 

in the turbulent boundary layer, 

2. To demonstrate that the active structures can be tracked with an array of wall 

pressure transducers, 

3. To obtain the 'total' footprint of the combined small and large scale turbulent- 

producing structures. 

The detailed features of the total signature should include the streamwise and span- 

wise extent of the wall pressure signatures as well as the convective properties of the 

flow structures. 

In Chapters 2 and 3 of the dissertation, the experiments performed and signal 

processing techniques employed to achieve these objectives are described. A trans- 

ducer array was designed and built to enable the measurement of the streamwise 

and spanwise features of the wall pressure field. Digital band pass filtering was used 

to isolate selected frequency bands in the wall pressure and velocity spectra. The 

filters were designed based on results of previous investigators [16, 25] who showed 

certain frequency regions to be associated with near wall turbulent structures and 

other frequency regions to be associated with large scale outer layer activity. 

Two distinct sets of experiments were performed using the transducer array, they 

are: 

1. Simultaneous wall pressure measurements from an eight element array, oriented 

both in the streamwise and spanwise directions. 
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2. Wall pressure measured from the array simultaneously with hot-wire velocity 

measurements throughout the boundary layer. 

In Chapter 4, the results of the first set of experiments are presented. In this 

phase, the challenges of discriminating and tracking active and passive structures are 

first explored. The spatial extent of the wall pressure events as well as their convec- 

tive properties are also examined. Using cross-correlation, and conditional sampling 

and averaging, the correlation between small scale and large scale wall pressure 

events is demonstrated. In the second set of experiments, flow structures associated 

with the wall pressure events are captured using cross-correlation as well as condi- 

tional sampling techniques. These results are presented in Chapter 5. Correlation 

between small and large scale structures is further demonstrated in the ensemble 

averaged flow field measurements. In Chapter 6, the overall findings of this investi- 

gation are summarized and followed by a discussion of the accomplishments of this 

research and direction for future research. 
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Chapter 2 

EXPERIMENTAL 
ARRANGEMENT AND TEST 
CONDITIONS 

2.1    Experimental Facility and Instrumentation 

2.1.1    The Wind Tunnel 

The experiments in this investigation were conducted in the Catholic University of 

America (CUA) Low Noise Flow Facility shown schematically in figure 2.1. Features 

of the wind tunnel include a 16:1 contraction section preceded by a series of turbu- 

lence management screens, a 2.4 m long square profile test section measuring 0.6 m 

a side, and an acoustically treated 7° diffuser section. The tunnel is equipped with 

a low speed centrifugal blower driven by a 20 hp dc motor and acoustic mufflers are 

located upstream and downstream of the blower. 

The facility was originally designed for the purpose of making wall pressure and 

velocity measurements in a low background noise environment. As described in 

Farabee [16], at a flow speed of approximately 15 m/s, the facility acoustic perfor- 

mance is excellent at frequencies above 50 Hz. Below 50 Hz, wall pressure signals 

are contaminated by blower generated acoustic standing waves. The tunnel itself 

can be operated at flow speeds between 3 and 30 m/s. The free stream turbulence 
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Figure 2.1: CUA Low Noise Flow Facility features (1) inlet section (2) test section 
(3) diffuser (4) muffler (5) coupler (6) blower /motor (7) turn vanes (8) return duct 

Table 2.1:  Summary of CUA Low Noise Flow Facility TBL characteristics (from 
Wilczynski 92) 

U0(m/s) 5 (cm) 6* (cm) 6 (cm) uT/U0 Re 5+ 

15.5 
24.6 

2.67 

2.36 

0.41 

0.38 

0.28 

0.25 

0.041 

0.039 

2945 

4431 

1221 

1546 

intensity level is approximately 0.2 %. Typical turbulent boundary layer (TBL) 

characteristics as measured by Wilczynski [53] near the midpoint of the test section 

at two tunnel speeds are shown in table 2.1. 

All experiments in this investigation were conducted with an equilibrium turbu- 

lent boundary layer and a free stream velocity of approximately 16 m/s (50 ft/s). 

Detailed boundary layer characteristics are given in Section 2.3. 

2.1.2    Instrumentation and Data Acquisition 

The freestream velocity during all experiments was monitored using a test cell Pitot- 

static probe. The probe output was measured with an Edwards High Vacuum, 10 

torr differential pressure transducer and Datametrics model 1174 electronic manome- 

ter. Atmospheric pressure and temperature were monitored using a Welch Scien- 

tific mercury barometer and thermometer. Atmospheric density was then computed 

with the perfect gas law for use in Pito-static calibration. Free stream velocity was 
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computed with the measured Pito-static difference and the calculated atmospheric 

density using Bernoulli's equation. 

A schematic of the entire facility instrumentation is given in figure 2.2. Wall pres- 

sure measurements were made using Endevco model 8507-C2 piezo-resistive pressure 

transducers, which are described in detail in Section 2.2. The pressure transducers 

were powered with an Endevco model 109 power supply and the output signals were 

conditioned using four 2-channel model 106 piezo-resistive conditioners. The output 

of the signal conditioners was amplified by Ithaco, model 451 inverting amplifiers 

with 20 dB gain with its built-in high pass filters set to a cutoff frequency of 1 

Hz. Velocity measurements were made with a constant temperature anemometer 

(CTA) system. As depicted in figure 2.2, this system was comprised of the following 

components: 

- TSI type 1261 A-T1.5 boundary layer probe or 

- TSI type 1249 A-10 miniature cross-wire probe 

- TSI model 1155 probe support 

- DISA type 55M10 CTA standard bridge in type 55M01 main units 

- DISA type 55M25 linearizers 

- TSI type 1015C Correlator 

Boundary layer characteristics were measured using a TSI type 1261 A-T1.5 

miniature boundary layer probe. This probe had a single tungsten wire of length 

1.52mm (active sensing length of 1.27 mm) and 0.0038 mm diameter. All two- 

component velocity measurements were made with a TSI type 1249 A-10 miniature 

"X" probe. The X probe consisted of two ceramic wires with a deposited platinum 

film. Each wire had an overall length of 1.27 mm (active sensing length of 0.51 mm) 

and a diameter of 0.0025 mm. The measurement volume of the cross-wire system 

was limited by the 1 mm separation distance between the two wires. The hot-wire 
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Figure 2.2: Schematic diagram of CUA data acquisition and processing system 
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and probe supports were mounted inside the tunnel test section on a motorized 

traverse system. 

The single wire boundary layer probe as well as the cross-wire probe were cali- 

brated using methods similar to those of Kammeyer [25]. The single-wire calibration 

output voltages were converted to velocities using the conventional Kings Law ap- 

proach 

E2=A+BUn, 

where E is the anemometer output voltage, U is the velocity in m/s and A, B, 

and n are constants determined by a least squares method. The cross-wire probe 

calibration velocities were fit to fourth order, two dimensional polynomials using a 

least squares regression method. These methods are discussed in detail in Kammeyer 

[25]. 

For digital measurements, the output from the hot wire anemometers (bridge 

currents) and the output of the amplified pressure signals were input to the digital 

data acquisition system. This system is also described in detail in Kammeyer [25]. 

The primary component of the data acquisition system is the VXI based Hewlett- 

Packard (HP) E1401-A C-size mainframe which contains the model E1431A, 25.6 

kHz, 8 channel digitizer. The digitizer features include high sampling rates, built 

in signal conditioning (anti-alias, etc.) and high resolution, 16-bit, analog to digital 

conversion. 

The system was controlled by an HP model 735 workstation on an MXI bus 

using a model E1482B VXI-to-MXI interface module in the mainframe. Data were 

acquired from the 1431A directly to the HP 735 memory at a rate of 32,768 sam- 

ples/sec via software developed in-house [40]. These binary data were converted 

to ASCII format using conversion routines, developed in-house, which made the 
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time records available to MATLAB™ for post processing and analysis. The post 

processing is described in chapter 3. 

Linearized velocity data, as well as amplified pressure signals, were input to an 

HP 3562A Dynamic Signal analyzer. The HP 3562A is a two-channel fast Fourier 

transform (FFT) analyzer with 100 kHz bandwidth. Log resolution auto and cross 

spectral binary files were then transferred to a 486 PC and converted to ASCII 

format using HP Standard Data Format (SDF) utilities and made available for post 

processing with MATLAB™. 

Velocity and pressure data were available to the HP 735 workstation as well as to 

the 486 PC and a Macintosh 540C (Power PC) laptop computer via an IEEE 802.3 

local area network. 

2.2    Pressure Transducers and Array Design 

2.2.1     Transducers 

The pressure transducers used to populate the measurement array were chosen based 

on several criteria including cost, configuration, ruggedness, sensitivity, and range. 

Several of the criteria such as diameter (configuration) and sensitivity are conflicting; 

as diameters get small, high sensitivity is more difficult to achieve. Some criteria 

were more important than others and since the objective of the experiments was to 

resolve and track small scale turbulent structures with a multi-element array, small 

diameter and low cost drove the selection process. 

In the initial part of this investigation, several single transducers were installed 

in the wind tunnel and tested. One of the transducers tested was the Endevco model 

8507C-2. While this transducer lacked the sensitivity of the Bruel & Kjaer (B&K) 

microphones used by previous investigators [16, 53, 25], its smaller diameter and 

lower cost made it an attractive choice. The 8507C-2 was also shown to adequately 
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Figure 2.3: Physical characteristics of the Endevco model 8507C-2 pressure trans- 
ducer 

reproduce the spectral and statistical features of the wall pressure field as measured 

by the B&K condenser type microphones at tunnel speeds greater than approxi- 

mately 10 m/s (33 ft/s). A detailed comparison of the performance of the Endevco 

and B&K sensors is provided in Appendix A. 

The 8507C-2 is a piezo-resistive transducer with a range of 2 psig and a sensitivity 

of 150 mV/psi. The measured fluctuating pressures in the wind tunnel at tested flow 

speeds are on the order of 10~3 psi. The signal to noise achieved in the frequency 

range of interest (100 Hz to 5 kHz) is approximately 25 dB. The active sensing 

surface of the 8507C-2 is made of silicon and incorporates a four-arm Wheatstone 

bridge diffused into the silicon chip [14]. The surface of the silicon chip is raised to 

concentrate the stress at the location of the resistive elements in the bridge. The 

dimensions of the transducer are shown in figure 2.3. The outside diameter of the 

8507C-2 is 2.42 mm, however, the sensing element is exposed to the flow through a 

holed cap. The hole diameter and hence the actual sensing diameter of the transducer 

is 1.02 mm; this is equivalent to approximately 39 viscous units for the boundary 

layer tested (see sect 2.3). 

2.2.2    Wall Pressure Array 

The purpose of the wall pressure array as defined in section 1.3 is to trach and 

measure the spatial extent of near wall turbulent structures.  To resolve the small 
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scales at which these structures exist, the sensing diameter of the transducer had to 

be minimized. To track these structures throughout their convective lifetime, which 

is known to be larger than their actual physical scale, the size of the array had to be 

large. The resulting array design was a compromise between cost and performance 

and was judged to be adequate for the scope of this investigation. 

The array block was machined from a two-inch thick slab of polyurethane to the 

configuration shown in figure 2.4. The polyurethane block was designed to fit into 

an existing access port in the vertical wall of the tunnel test section. The array block 

surface was machined to tolerances of order 10~3 inches to provide a smooth surface, 

flush with the wall of the test section. The interface between the array block and the 

test section wall was nearly undetectable by touch. Boundary layer measurements 

made upstream and downstream of the interface showed no measurable disturbance 

to the flow field. The diameter of holes shown in figure 2.4 was drilled to fit the 

pressure transducers without the use of adhesive. 

2.3    Features of Turbulent Wall Flow 

All experiments in this investigation were conducted with an equilibrium turbulent 

boundary layer at approximately 15 m/s. To verify that the boundary layer was 

equilibrium, velocity surveys were conducted over the surface of the transducer array. 

The results of both single-wire and cross-wire surveys are presented in this section. 

Based on the criteria for equilibrium flows established by Hussain [21], the boundary 

layer for the experiments was determined to be equilibrium. These criteria are: 

1. A mean profile of proper shape with a shape factor of H «1.4. 

2. A mean profile satisfying the law of the wall including an adequate extent in 

the log-law region. 
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Figure 2.4: Configuration of the wall pressure array and mounting block 
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3. A wake strength that is appropriate for the Reynolds number of the flow. 

4. A peak in the turbulence intensity profile (u'/uT=2.5 at y+=15). 

5. A monotonic decrease in u' to the freestream value. 

6. A broadband continuous u' spectrum that contains an inertial subrange. 

The velocity data presented in this section will be shown to satisfy these criteria. 

2.3.1    Mean Velocity Profile 

The boundary layer on the array face, just upstream of the pressure transducers was 

surveyed with both a single wire and a cross-wire anemometer. The boundary layer 

parameters measured with the single-wire probe are shown in table 2.2. The shear 

velocity, uT, was chosen as that which enabled the velocity profile to best fit the 

classical log-law relationship: 

u+=2.441n y++4.9, 

where u+=u/ur and y+=yur/i/. The coefficients 2.44 and 4.9 are those used by 

Clauser [12]. The boundary layer thickness, 5, was defined as the distance from 

the wall where u=0.99U0, where U0 is the freestream velocity. The displacement 

thickness, 6*, and the momentum thickness, 0, were obtained by integrating the 

mean velocity profile. The skin friction coefficient Cf was obtained from both the 

definition of shear velocity C/=2(ur/U0)2, and calculated from the momentum and 

displacement thicknesses using the Ludwieg-Tillman relationship: 

C/=0.246Ree-
268 * lO"0-678* 

where Ree=9\J0/i>, and U=ö*/9 is the conventional shape factor. 
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Table 2.2: Boundary layer parameters 
Parameter SI English 
Freestream Velocity, U0 15.33 m/s 50.28 ft/s 
Shear Velocity, uT 0.59 m/s 1.93 ft/s 

ur/U0 0.038 
Boundary Layer Thickness, 5 2.73 cm 1.075 in 
Viscous TBL Thickness, 6+ 1026 
Displacement Thickness, 6* 0.49 cm 0.195 in 
Momentum Thickness, 9 0.34 cm 0.133 in 
Reynolds No., Reg 3364 
Shape Factor, H 1.4606 
C/ calculated 0.00285 
C/ measured 0.00295 

Figure 2.5 shows the mean streamwise velocity profile normalized by boundary 

layer thickness and freestream velocity. Integration of the profile to compute 6* and 

6 results in a shape factor of 1.46, satisfying criteria #1 above. The same data are 

shown in figure 2.6 normalized by viscous wall variables and plotted against u+=y+ 

and U+=4.44*ln y++ 4.9 reference lines. The profile exhibits adequate log-law and 

wake regions satisfying criteria #2 and #3. The inner and outer regions of the 

boundary layer are also illustrated in figure 2.6, they are defined as: 

1. Viscous sublayer (0 < y+ < 5) 

2. Buffer layer (5 < y+ < 30) 

3. Log-law region (y+ < 30 and y < 0.26) 

4. Outer layer (y > 0.26) 

The viscous sublayer, the buffer region and the log-law region make up what is 

commonly referred to as the "inner" layer. The outer layer is comprised of the rest 

of the boundary layer, including the "wake region". The overlap region includes the 

log-law region. 
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Figure 2.6: Mean velocity profile scaled on viscous variables, U0 = 15.3 m/s 
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2.3.2    Turbulence Statistics 

Statistical and spectral properties of the velocity field are presented in this section. 

Turbulence intensity is defined as u'rm*/Uo where RMS denotes root mean squared, 

i.e., the square root of the second moment of velocity 

u,
rms=y/jfTlUi ; N= number of samples. 

Streamwise and wall normal turbulence intensity profiles are shown in figure 

2.7. The peak value of u'rm5/ur as well as the monotonic decrease to free stream 

levels satisfy criteria #4 and #5 for equilibrium flows. The wall normal turbulence 

intensity exhibits the same monotonic decrease to free stream levels. Because the 

wall normal component (v) was acquired with a cross-wire probe as opposed to a 

single-wire boundary layer probe, measurements at wall distances less than y+=25 

(y/<5=0.017) were not possible. These data are consistent with the results of Farabee 

[16], Wilczynski [53], and Kammeyer [25] obtained in the same facility. 

The Reynolds stress profiles for three independent cross-wire surveys are shown 

in figure 2.8 where mean Reynolds stress, -wv, is normalized by free stream velocity 

and plotted against y/6. The Reynolds stress scaled on local RMS velocities is shown 

in figure 2.9 is commonly referred to as the turbulence stress correlation coefficient. 

This coefficient is a measure of the level of coherent turbulence activity. Again, these 

data are consistent with previously cited investigators [16, 53, 25]. 

The auto spectrum of the streamwise velocity were also obtained at various loca- 

tions in the boundary layer survey. The power spectrum can be obtained from the 

Fourier transform of the auto correlation, Ry,u, where RuU =< u(y,t)u(y,t + r) > 

and <> indicates the appropriate statistical average. The auto power spectrum 

$u(a>) can be obtained from 
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Figure 2.7: Normalized streamwise and wall-normal turbulence intensity profiles 
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Figure 2.8: Reynolds stress profiles for three independent boundary layer surveys 
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Figure 2.9: Turbulence stress correlation coefficient for three independent boundary 
layer surveys 

The velocity spectra are presented in the form of the power spectral density in 

which the spectral levels at each frequency are normalized by the bandwidth at that 

frequency. For a detailed discussion of these functions, see Bendat & Piersol [3]. 

The velocity spectrum is a common method of defining the distribution of turbulent 

energy in the frequency domain, or as summarized in Tennekes & Lumley [48], it is 

indicative of how eddies of different sizes exchange energy with each other. The first 

moment of the spectral density, U$U(OJ), is a popular method of presenting spectral 

data. Since equal areas under different sections of the first moment spectral density 

contribute equally to the mean square energy, peaks occurring in this spectrum 

indicate the presence of a dominant scale at which turbulent energy occurs. 

Figure 2.10 shows the 1st moment spectral density at various locations across 

the boundary layer. These data were obtained using the FFT analyzer described 

in Section 2.1.2.   Near the wall, especially at y/5 = .07, two weak humps appear 
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Figure 2.10: Streamwise velocity spectra at various wall distances 

in the velocity spectrum. These humps occur at frequencies (u5*/U0) of approxi- 

mately 0.1 and 0.8, indicating that two characteristic flow scales exist in this region. 

Farabee [16], and Bullock [10] observed a similar behavior closer to the wall and 

at slightly higher frequencies in flat plate boundary layers. Snarski & Lueptow [46] 

observed these humps as well for an axial flow. Farther away from the wall, the outer 

irrotational flow is observed and the velocity spectrum monotonically decays to the 

classical "low frequency irrotational bulge" as observed by Farabee and Casarella 

[17]. 

The inertial subrange is a range of wavenumbers (k) at which the turbulence 

energy spectrum scales on Ar5/3, commonly referred to as the Kolmogorov 5/3 law. 

The extent of this range is a function of turbulence Reynolds number [48]. A line 

indicating the slope that such a spectrum would have is shown in figure 2.10. The 

transformation between frequency and wavenumber is made using Taylor's hypoth- 
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Figure 2.11: Sensor configuration during typical velocity and pressure measurements 

esis, kx = LO/UC, which results in $(fci,y) = Uc$(uj,y), where, ki is the streamwise 

wavenumber component and Uc is the convection velocity, assumed to be constant 

and equal to the local mean velocity, U(y). At the Reynolds number of the flow 

tested, the inertial subrange is not obvious, however, a number of velocity spectra 

in the log law region of the boundary layer do show adequate k~5^ behavior. 

2.4    Experiments Performed and Acquired Data 

Two distinct sets of experiments were performed in this investigation. The first 

set involved the measurement of fluctuating wall pressure only, with the transducer 

array oriented in both the streamwise and spanwise directions. These measurements 

were, in part, exploratory; to determine if high amplitude wall pressure events could 

be tracked, and if so, to measure their spanwise and streamwise extent. 

The second set of experiments involved the simultaneous measurement of pres- 

sure and velocity using the streamwise and spanwise transducer arrays. The velocity 

data were collected at 30 wall-normal locations. Figure 2.11 illustrates the orien- 

tation of the various sensors during one of the velocity surveys.  To map the flow 
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Database Array (#sensors) 
Table 2.3: Acquired data matrix 

Spanwise (8) 
Streamwise (8) 
Spanwise (6) 
Streamwise (6) 

Meas. Plane 
Z Axis 
X Axis 
Z-Y Plane 
X-Y Plane 

Velocity Data 
None 
None 
Z/d = 
X/d = 

0,4 
6, 12, 18 

P-V Grid 

10x30 
18x30 

field X-Y plane, three different cross-wire surveys were conducted downstream of the 

streamwise transducer array. The first velocity survey was conducted at the down- 

stream edge of the sixth transducer in the array. The other surveys were conducted 

6 and 12 transducer diameters (d) downstream of the first position, thereby creating 

a uniform streamwise grid of measurement stations. In each survey, velocities (u 

and v) were measured at the same wall distances (y). The result was a rectangular 

grid (18 x 30) at which wall pressure and velocity signals could be simultaneously 

sampled and compared using correlation and conditional sampling techniques. A 

similar grid (10 x 30) was generated in the Y-Z plane using the spanwise transducer 

array. 

Table 2.3 details the number and locations of the measurement stations. Since 

only 8 channels could be digitized at a time, the addition of the u and v signals in the 

second set of experiments limited the number of pressure transducers monitored to 

six. All measurements were made at a nominal free stream velocity of 15 m/s. In each 

of the experiments, the pressure and velocity signals were sampled simultaneously 

at a rate of 32,768 Hz for a period of 10 seconds. These digitized time records 

were stored for later processing. The signal processing techniques are discussed in 

Chapter 3. As discussed above, four distinct raw databases were acquired in the 

experimental phase of this investigation. The first two databases were analyzed 

using a variety of filtering and signal processing techniques, and are discussed in 

Chapter 4. The last two databases contain the major findings of the investigation. 
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These data are thoroughly analyzed, guided by the findings discussed in Chapter 4, 

and are discussed in Chapter 5. 
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Chapter 3 

FILTERING AND PROCESSING 
OF EXPERIMENTAL DATA 

The two levels of signal processing performed in this investigation were digital filter- 

ing and cross-correlation. The wall pressure and velocity data were digitally filtered 

to discriminate between large and small scale turbulent activity. The primary find- 

ings achieved in this investigation are a direct result of the filtering techniques used. 

Similarly, a majority of what was learned in this investigation about the physics 

of turbulent flows came from applying several correlation techniques to the filtered 

wall pressure and velocity measurements. It is important, therefore, to understand 

these post-processing techniques, how they will be used, and their limitations. The 

post-processing techniques employed in the current investigation will be discussed 

in this chapter. A comparative evaluation of the effects of these signal processing 

techniques are given at the end of this chapter. 

The experimental data collected during the wall pressure and velocity surveys 

listed in table 2.3 have been permanently retained for future use. The data bases are 

considered to be high quality and should prove to be useful to other investigators 

who may wish to analyze it using other signal processing techniques. 
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3.1    Filtering of Experimental Data 

In this section, the concept of filtering is discussed in detail. The filtering of turbulent 

signals is a cornerstone of the findings made in this investigation. Without the 

use of filtering, little information about the relationship between turbulent scales 

could be derived from time records of wall pressure or velocity. Filtering enables 

the researcher to focus on certain "scales of interest" within a turbulent signal and 

extract information which would otherwise be masked by noise. The rationale for 

filtering and the techniques used in this investigation are presented. 

3.1.1    Rationale for Filtering 

In most applications, the filtering of a signal is done to help discriminate a desired 

signal from background noise. To some extent, the same is true for this investiga- 

tion. The noise in this case, however, includes more than electrical noise, acoustic 

interference, or structural vibration of the sensor. The wall pressure or velocity sig- 

natures of turbulent structures that are not within the frequency bands of interest 

(such as the inducec irrotational motions outside the boundary layer) are filtered 

out. 

Many researchers have shown that low frequency, large scale structures tend to 

dominate the outer flow region of the boundary layer while high frequency small 

scale structures are generally limited to the near wall region [30, 50, 17]. To identify 

the wall pressure signature of the near wall turbulent structures will then require 

the discrimination between the large and small scales. Kammeyer [25] did this using 

a wavelet filtering scheme. Previous investigators used Fourier based filtering to 

separate large and small scale structures [30, 36]. 

The advantages of wavelet filtering versus Fourier based filtering to discrimi- 

nate between turbulent scales will not be addressed in this report. It is recognized 
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Table 3.1: Frequency bands [Farabee and Casarella (1991' 
Region 

Low 
Mid 

Universal 
High 

Frequency Range 
co5/uT <5 

5< u)8/ur < 100 
100< LüS/UT < 0.3Rr 

0.3Rr < u)5/uT 

Actual Frequency 
f<17 Hz 

17 Hz<f<344 Hz 
344 Hz<f<1075 Hz 

1075 Hz<f 

that frequency based filtering of turbulent signals may not be the optimum method. 

A "single" turbulent structure contains a range of scales and cannot therefore be 

isolated by focusing on a narrow frequency band. The hairpin vortex discussed ear- 

lier, for example, is known to consist of large scales (heads) as well as small scales 

(legs). It is further understood that turbulent structures of all scales exist across the 

boundary layer; they are not confined to only inner or outer locations. The dom- 

inant physical mechanisms of turbulence can, however, be studied using frequency 

based filtering techniques. By focusing on a band of frequencies in the wall pres- 

sure spectrum, for example, one is not isolating distinct turbulent structures, but is 

simply focusing on turbulent motions which have the appropriate spatial, temporal, 

and convective time scales. In general, these time scales do tend to dominate certain 

regions of the boundary layer. 

For this investigation, frequency based band-pass filtering was selected as the 

method for differentiating between turbulent scales. As reviewed in Bull (JSV96), 

Farabee and Casarella [17] defined the frequency bands with which different turbu- 

lent regions of the boundary layer contribute to the respective regions of the wall 

pressure spectrum. These are shown in table 3.1. The third column in table 3.1 

contains the equivalent frequencies for the boundary layer conditions studied in this 

investigation. The low frequency range is in the facility noise region and thus is 

not relevant to the investigation. Farabee and Casarella [17] showed that the mid 

frequency wall pressure fluctuations scaled on outer flow variables whereas high fre- 
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quency pressure fluctuations scaled on inner (viscous) variables. The universal or 

overlap frequencies scaled on mixed (inner and outer) variables. 

Kammeyer's [25] wavelet filter when applied to velocity or wall pressure signals 

behaves similarly to a band pass filter with cutoff frequencies of approximately 1 

kHz and 7 kHz. Kammeyer demonstrated that near wall turbulent activity could 

be discriminated from background turbulence by applying this filter. In this inves- 

tigation, the cutoff frequencies chosen for band-pass filtering were based primarily 

on the results of Kammeyer and Farabee & Casarella, as well as on exploratory 

measurements made in this investigation. 

The objective of the filtering was to discriminate between large scale and small 

scale "active" structures. Based on the behavior of velocity spectra outside the 

boundary layer (see figure 2.10) a filter was chosen to remove the scales associated 

with the outer "irrotational bulge".These motions are assumed to be passive since no 

evidence exists regarding these structures being associated with turbulent produc- 

tion. This band-pass filter had cutoff frequencies of 100 and 300 Hz, a subset of the 

"mid" frequency range defined earlier in table 3.1. A second filter representing the 

frequencies between the mid and the high ranges was chosen with cutoff frequencies 

of 300 and 1200 Hz ("universal" range). Finally, a high frequency band-pass filter 

was chosen which best duplicated the performance of Kammeyer's wavelet filter. 

This filter had cutoff frequencies of 1200 Hz and 5 kHz ("high" frequency range). 

Figure 3.1 shows the response of these filters to a typical wall pressure spectrum. 

For the remainder of this document, these three filters will be referred to as follows: 

Filter No. Frequency Band (Hz) Spectral Region 
1 100-300 "Mid" 
2 300 - 1200 "Universal" 
3 1200-5000 "High" 
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3.1.2    Digital Filtering Techniques 

Published findings from several investigators on the statistical properties of wall 

pressure signals, which were once believed to have physical significance, have been 

recently brought into question due to concerns about bias attributed to the effect 

of analog filtering techniques. The negative skewness of fluctuating wall pressure 

seen by Karangelen[26], for example, has been attributed to phase distortion of the 

signal due to analog high pass filtering at 100 Hz. For this reason the filtering of the 

velocity and wall pressure signals was performed digitally using a method known to 

be distortion free. The digital filtering was accomplished using the MATLAB library 

of signal processing routines. 

The wall pressure and velocity signals were digitized in "raw" voltage form, i.e.. 

unfiltered. Inherently, the velocity signals were relatively free of unwanted acoustic 

or electrical noise. The wall pressure signals however appeared to be contaminated 

with high frequency noise. Additionally, the wall pressure signal was contaminated 

with facility related acoustic noise (see figure 3.1). For these reasons, the first layer of 

filtering performed on the pressure and velocity signals was a digital band-pass filter 

with cutoff frequencies of 100 Hz and 5 kHz, (labeled as filter 0) eliminating the high 

frequency transducer related noise and the low frequency facility noise. The velocity 

and pressure time records subject to this filtering were then considered "clean" and 

repersentative of turbulence activity in the boundary layer. This "clean" signal will 

hereafter be referred to as "unfiltered" or "filter 0" data when being compared to 

data subject to filters 1, 2, or 3. 

The high-pass and band-pass filters used a 5th-order Butterworth filter applied 

both forwards and backwards to eliminate phase lags. 500 sample points were re- 

moved from the beginning and end of each time record to eliminate end effects. The 

Butterworth filter subroutine was provided with the MATLAB software. 
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Another form of scale discrimination or filtering was applied to pressure and 

velocity time records in an attempt to detect turbulent events. This was the Variable 

Interval Time Average (VITA) [5] function applied to the variance of the turbulent 

signal. The result is a measure of the localized variance of a signal, and for a signal 

p(t) is defined as 

v&Tv) = iCTlp2(r)dr - {±Cip(T)dr}\ 

where Tv is an adjustable integration time. The VITA function has been applied 

to the streamwise velocity signal u(t) by numerous investigators as a method to 

detect burst/sweep events. In this investigation the VITA method is applied to wall 

pressure for the same purpose, to detect regions of increased localized activity. One 

advantage of the VITA method is the adjustable integration time. This parameter 

can be changed to fit the time scales of the events of interest. That flexibility allows 

the VITA method to be applied to velocity and pressure signals which have been 

band-pass filtered by tuning the integration time to the appropriate time scales. 

3.2    Correlation of Experimental Data 

One of the objectives of this investigation is to determine the spatial extent of 

the organized motions, more specifically, the causal relationship between large scale 

organized structures within the boundary layer, and small scale, near wall, turbulent- 

producing events. This will be examined by filtering the pressure and velocity signals 

with filters 1,2, and 3, and correlating them at various locations in the flow. Three 

correlation methods will be used in this investigation. They are listed below: 

• Temporal Correlation 

— Correlation coefficient 
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- Normalized correlation 

• Spectral Correlation (coherence function) 

• Conditional sampling & ensemble averaging 

These post processing techniques will be defined in this section. 

3.2.1    Correlation and Cross Spectral Methods 

Two signals u(t) and v(t) are considered perfectly correlated when their correlation 

coefficient has a value of 1.0. The correlation coefficient is defined by way of the 

cross-correlation function, HuV(r), where, 

Ruv(r) =  lim  £ /0
Tu(t)v(t + r)dt. 

The cross correlation coefficient is simply the cross-correlation function normal- 

ized by urmsvrms such that its value when u{t) and v(t) are identical, i.e.., the 

auto-correlation coefficient, is unity when r = 0. The cross-correlation coefficient is 

a direct measure of the correlation between two signals. 

If two signals being analyzed are positive-definite (always > 0), such as a squared 

signal or a VITA function, simply computing the cross-correlation coefficient of 

those signals would not be appropriate. The cross-correlation coefficient of any two 

positive-definite signals, including uncorrelated noise, will have a sawtooth shape 

with a peak at r=0. Therefore, when correlating VITA function time records, the 

correlation coefficient is expressed in dB relative to the base sawtooth shape [41]. 

The resulting function is referred to hereafter as the normalized correlation. 

By taking the Fourier transform of the cross-correlation function, one obtains 

the cross-spectral density function: 

^» = in0Äu.(r)ci^dr. 
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The cross-spectral density function can be expressed as a normalized magnitude and 

phase. The normalized magnitude, r2
uv(u)), commonly referred to as the coherence 

function, is given as 

i-uv\yj) — y   *u(<j)*„(w)   ' 

where the * denotes the complex conjugate, and $u(u;) and $„(w) are the auto- 

spectral densities of u and v defined in chapter 2. The phase function is given as 

U{u) - tan    [Re{iuv^))\, 

where Re and Im denote the real and imaginary parts of the cross-spectrum. 

Cross-correlation coefficients and coherence are used extensively in this investi- 

gation to establish a relationship between pressure and velocity signals. They are 

important tools for correlating large and small scale turbulent structures. While 

these functions can tell much about the relationship between flow variables, they do 

not directly identify individual turbulent structures, they simply correlate various 

regions of the flow field. 

Another common method of demonstrating the relationship between flow vari- 

ables is referred to as conditional sampling. This technique, used by many researchers 

to correlate turbulent structures with other flow variables such as shear stress or ve- 

locity gradients, is discussed in the next section. 

3.2.2    Conditional Sampling and Ensemble Averaging 

The objective of conditional sampling for correlation investigations is to identify 

the relationship between a repeated event or salient feature in one signal and a 

repeated pattern or feature in another signal. In turbulence, one is often looking 

for a characteristic pattern in one flow variable, such as streamwise velocity, which 

appears to be correlated with the occurrence of an event in another flow variable, 
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such as wall pressure. The procedure for conditional sampling in this case would 

be to sample the velocity time record at times when criteria for the detection of 

events are met in the pressure signal. The individual velocity samples would then 

be synchronized and averaged. 

Ensemble averaged event shapes depend on many factors including; the criteria 

on which the samples are synchronized, the threshold on which the events are de- 

fined, the number of events detected, and the uniqueness of the salient feature on 

which detection is based. Clearly, interpreting the results of this type of analysis is 

not straightforward. It is a technique which improves with experience and the in- 

vestigator having extensive prior knowledge of the signals being analyzed. Yuan and 

Mokhtarzadeh-Dehghan [56] review many of the early conditional sampling methods 

used by the turbulence community. 

The method employed in this investigation will be detection of peak wall pressure 

events and then sampling and averaging of streamwise and wall normal velocity time 

records. The samples are synchronized on the times at which the peak wall pressure 

events occur. The selection of the threshold value (k) applied to the wall pressure 

was based on experience gained during exploratory measurements made early in the 

investigation. The thresholds were based on the magnitude of the wall pressure signal 

normalized by its RMS value. Threshold values of k = p/pRMS of ± 1, 2, and 3 were 

tested previously by Wilczynski [53] for a different type of pressure transducer. Those 

tests were repeated in this investigation using the new transducers. The results of 

both tests are presented in appendix A as part of the comparative evaluation of the 

Endevco pressure transducers. 

As shown by previous investigators [53, 25], high amplitude wall pressure events, 

particularly high frequency, short duration events, tend not to occur as single peaks 

but in clusters of peaks, both positive and negative.   Kammeyer [2.5] even went 
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so far as to develop an event detection criteria based on clusters or groupings of 

peaks. Table A.2 shows the statistics for single peak event detection obtained in 

this investigation. A threshold value of p/pRMS of ± 2 was chosen as an adequate 

criterion for the detection of high amplitude wall pressure events. Application of this 

threshold value to the current wall pressure signals resulted in event statistics and 

average event shapes comparable to those obtained by Kammeyer using the cluster 

criteria. It was determined that, in general, the peak detection (k=2) and cluster 

detection of Kammeyer located the same number of events as obtained in the high 

frequency (filter 3) wall pressure time records for this investigation. 

By not allowing the events detected to have overlapping time windows, Kam- 

meyer avoided the danger of multiple peak detections within a single cluster. This 

was an important feature since the shape of the ensemble averaged events is highly 

dependent on behavior of the signal prior to and following a peak. Nonetheless, 

the peak detection techniques employed in this investigation resulted in ensemble 

averaged event shapes similar to those obtained with cluster detection. The results 

for each of the filtered databases will be discussed in Chapters 4 and 5. 

3.3    Comparative Evaluation of Signal Processing 
Techniques 

3.3.1    Filtering Effects on the Signal 

As discussed earlier, the wall pressure and velocity data were filtered at two stages. 

The signals were initially cleaned of facility acoustic and transducer electronic noise 

using filter 0. The spectral effect of this filter on a typical wall pressure signal is 

shown in figure 3.1 along with the auto spectra of the same signal subjected to 

filters 1, 2, and 3. The slope of the spectra near the cutoff frequencies illustrates the 

steepness of the 10-pole butterworth filtering scheme used. Nonetheless, there is an 
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Figure 3.1: The spectral effects of band-pass filters on typical wall pressure signal 
{U0 = 15.3 m/s) 

unavoidable overlap between the spectra of neighboring filters. 

A sample time record from a wall pressure signal subjected to filter 0 is shown 

in figure 3.2. All time records presented in this chapter are plotted against viscous 

time units (t+ = tu2
T/u). From figure 3.2 it is apparent that at these time scales, the 

essential features of the wall pressure signal are retained after filtering with filter 0. 

The high frequency choppiness and low frequency waviness of the signal that are 

removed by filter 0 are not associated with turbulent activity in the boundary layer. 

By removing the very low frequency content (below 100 Hz) of the wall pressure 

signal, and when observed in the time frame of figure 3.2, one appears to be removing 

a DC component from the signal. This can result in an increased number of zero 

axis crossings. From the standpoint of event detection, this observation is important 

since many event detection schemes rely on axis crossings to define the duration of 

an event. 
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Figure 3.2: Sample raw versus band-pass filtered wall pressure time record 

The same sample time record displayed in figure 3.2 is shown again in figure 3.3 

subjected to filters 2 and 3. In this figure, the dynamics of the wall pressure signal 

begins to reveal itself. While filter 2 appears to maintain the large scale character 

of the signal, filter 3 appears to highlight the small scale events. 

One feature of the unfiltered wall pressure spectrum in figure 3.1 is the flatness 

of the spectrum in the frequency ranges of filters 1 and 2. From this, one would 

expect that the statistical properties of a wall pressure signal subjected to filters 1 

or 2 would be similar to those of random white noise subject to the same filtering. 

For this reason, and for the fact that the auto correlation of white noise is only 

non-zero at r=0, the effects of band pass filtering on measured turbulent signals will 

be benchmarked by its comparative effects on white noise. 

To illustrate the importance of the white noise comparison, sample time records 
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Figure 3.3: Sample wall pressure time record subjected to band-pass filters 0, 2, and 
3 

of wall pressure and white noise subject to various filters are shown in figures 3.4 and 

3.5. Figure 3.4 shows a random white noise time record subjected to filter 0. Unlike 

the pressure signal shown in figure 3.2, the distinct frequency content of the original 

signal is dramatically altered by the filtering to produce an artificial signal having 

the correct time scales. This contrast is the first of many examples to be presented 

showing the distinction between a turbulent signal and random white noise. 

Figure 3.5 compares the time records of white noise and wall pressure subjected 

to filter 3. While the white noise remains "noise-like", the high frequency pressure 

signal contains sustained periods of low amplitude activity interrupted by short du- 

ration, high amplitude events. Filter 3, designed to simulate Kammeyer's wavelet 

filter, appears to reveal some of the physics embedded in the intermittent wall pres- 

sure signatures of near wall burst/sweep events. 

The comparisons made between noise and wall pressure signals subject to various 
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Figure 3.5:  Sample white noise and wall pressure time records subjected to high 
frequency (filter 3) band-pass filtering 
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filters are important when one attempts to draw conclusions about turbulent activity 

based on wall pressure or velocity measurements. On the surface, unfiltered wall 

pressure as well as near wall velocity measurements appear " noise-like" in that their 

spectrum is generally flat and their time records are literally undecipherable. It is 

only when one begins to discriminate between the time scales incorporated in the 

signal and perform correlations on these filtered signals, that the embedded physics 

is revealed. However, the filtering must be done with caution. 

3.3.2    Filtering Effects on Correlation 

One of the most common methods used to describe the physical characteristics of 

a given flow field is to measure correlation functions. Whether it is wall pressure, 

velocity, shear stress, or another flow variable, the correlation of a signal with itself or 

with another flow variable can indicate the presence of organized, coherent motion. 

Kline [29] incorporated this terminology in his definition of organized structures. 

This statement will be shown in this section to be true only for unbiased, unfiltered 

experimental or numerical data. The bias introduced by filtering can artificially 

cause a signal to be correlated with itself. 

Some insight on the dangers of filtering can be gained by examining the auto- 

correlation function for both the filtered turbulent signal and random white noise. 

Figure 3.6 shows the ensemble averaged auto-correlation coefficient (RpP) of a typical 

wall pressure signal. When the signal is unfiltered (raw), RpP decays rapidly from 

a value of 1.0 at r=0, but then flattens out and decays more slowly with r. When 

the pressure signal is band pass filtered, RpP reveals its components. The short time 

scales which give rise to the sharp peak at r=0 are captured by filters 2 and 3 in 

which the signal appears correlated with itself only for a short duration (r+ < ±50). 

The filtering also results in more axis crossings in the correlation coefficient. As the 
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Figure 3.6: The effects of band-pass filtering on the auto-correlation function for 
wall pressure 

cutoff frequencies of the bandpass filters are lowered, RpP broadens while maintaining 

the same sin(x)/x shape of the higher frequency data. As the frequency bandwidth 

is expanded to include all relevant scales (filter 0), RpP resembles a broad spike with 

minimal waviness before or after the peak. The presence of facility noise causes the 

raw pressure signal to appear correlated out to a very large r. 

When a random noise signal is filtered, the effect is similar (see figure 3.7). 

However for noise, the correlation coefficient (jR„B) of the raw signal is a narrow 

spike at r=0. As filtering is applied to the noise signal, a phenomenon known as 

filter " ringing" occurs and the correlation coefficient broadens and exhibits the same 

sin(x)/x like behavior seen in the pressure data. This behavior limits the usefulness 

of auto-correlation as a means of detecting coherent motions based on pressure or 

velocity signals that have been filtered in any way. 
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Figure 3.7:  The effects of band-pass filtering on the auto-correlation function for 
white noise 

Cross-correlation between two or more independently obtained signals turns out 

to be a more reliable tool for detecting coherent motions. Figure 3.8 shows the cross- 

correlation coefficient between two wall pressure signals from adjacent transducers in 

the streamwise array. Notwithstanding the magnitude at r=0 and the phase shift, 

the results are almost identical to the auto-correlations in figure 3.6. The peaks 

occurring at non-zero time delay are characteristic of a convecting pressure field. 

While one could argue that the behavior of the auto-correlations in figure 3.6 

is an artifact of the filtering, the cross-correlation is not so vulnerable. The cross- 

correlation between two independently derived noise signals is shown in figure 3.9. 

The temporal behavior of the cross-correlation is again dictated by the scales of 

the signal allowed by the filter, however, the magnitude of the correlation is essen- 

tiallv zero. Based on these observations, it was concluded that a significant cross- 
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Figure 3.8: The effects of band-pass filtering on the cross-correlation function for 
wall pressure signals from two adjacent transducers in the streamwise array 

correlation between turbulent signals (filtered or unfiltered) is a reliable indicator of 

coherent motions. 

3.3.3    Filtering Effects on Conditional Sampling 

The method of conditional sampling is also used extensively in this investigation to 

identify coherent motions in the boundary layer. Therefore, the same scrutiny has 

been applied to this method. Figure 3.10 shows the ensemble average of positive wall 

pressure peak events for a threshold of k=3. As with the auto-correlation functions, 

the shape of the events depends on the filtering of the original data. The average 

shape of the events in the low frequency filtered time records (filter 1) clearly reflect 

the time scales allowed by this filter. As the cutoff frequencies are increased, the 

average events shapes have a shorter duration and more associated peaks. The 

wavelet-like behavior of the filtered events is not evident in the raw or filter 0 event 
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Figure 3.9: The effects of band-pass filtering on the cross-correlation function be- 
tween two independently obtained white noise signals 

shapes. The tails of the events seen when the data are filtered appear to be masked 

by the inclusion of events of all relevant scales. This phenomenon was seen by 

Karangelen [26] and is a mafestation of "phase jitter" in which the misalignment of 

events leads to a distorted ensemble average shape. 

When the same filters are applied to white noise and the events are ensemble 

averaged, the results are quite similar and are shown in figure 3.11. They are, 

in fact, almost identical to the auto-correlation functions for white noise shown in 

figure 3.7. The average event shapes are clearly a function of the filtering, however, 

the event shapes of raw noise do not include any of the scales seen in the filtered noise 

events. This occurs for the same reason as it does in the auto-correlation function; 

white noise is not correlated with itself beyond r=0, so events in unfiltered noise are 

never more than one sample length in duration, i.e.., a narrow spike. 
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Figure 3.10: The effects of band-pass filtering on the ensemble averaged peak event 
shapes for wall pressure 

Figure 3.11: The effects of band-pass filtering on the ensemble averaged peak event 
shapes for white noise 
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Figure 3.12: Conditionally averaged peak event shapes for filtered noise versus fil- 
tered wall pressure 
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The interpretation of average event shapes must therefore be done with great 

care. One must be certain, as with auto-correlation, that the influence of filtering 

as well as other issues discussed in section 1.2.2 are accounted for. 

Conditional sampling of one signal based on events detected in another inde- 

pendently derived signal is a robust method of correlating two signals. It allows 

one to avoid many of the dangers of interpreting auto-correlation or single-channel 

conditional averaging. In this case, if two signals are uncorrelated, they remain un- 

correlated despite any filtering applied to them. Figure 3.12 illustrates this point. In 

this figure, the wall pressure signals (subject to filter 2) from two adjacent transduc- 

ers in the streamwise array are conditionally sampled and ensemble averaged based 

on peak events (k=+3) occurring in the upstream transducer signal. The average 

event shapes are nearly identical for both transducers but are out of phase due to 

convection of the event sources in the flow. Similar data from two independently 

derived white noise sources are also shown. Conditional sampling reveals no correla- 

tion between the two filtered noise signals. Clearly, the physics revealed in the two 

pressure signals is not an artifact of the filtering. 

3.3.4    Filtering Effects on Wall Pressure Event Statistics 

The effect of bandpass filtering on wall pressure peak event detection is illustrated in 

table 3.2 which shows the number of events (k=3) detected as well as characteristics 

of the events for each filter used in this investigation. Also shown in table 3.2 is the 

resultant RMS level of the filtered time record. Clearly, a large amount of energy is 

removed from the signal simply by removing facility and electrical noise with filter 0. 

Furthermore, despite the bandwith of filter 1 (A/ = 200 Hz) being much less than 

the bandwidth of filter 3 (A/ = 3800 Hz), the RMS level of the resulting time 

records are comparable. This is an important observation since it has been assumed 
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Table 3.2: Filter effects on wall pressure event statistics (k= =3) 
Filter RMS (Pa) # of Events % Time % RMS AT Duration 

Raw 2.298 175 13.33 36.48 3678 249.75 

0 1.240 722 5.25 24.42 906 23.72 

1 0.529 70 1.76 9.70 9214 82.29 

2 0.859 389 2.81 18.00 1680 23.62 

3 0.621 1584 3.58 32.17 411 7.38 

that by removing the scales associated with filter 1, one is removing the influence of 

the passive turbulent structures which populate the irrotational outer flow. 

The effect of filtering on the total number of events detected is not surprising. As 

the frequency band of the filters is increased (filter 1 to filter 3), the number of events 

detected rises dramatically while the average time between events (AT) as well as 

their average duration falls proportionately. This effect was seen by Kammeyer [25] 

using a "high frequency" wavelet filter. The low number of events detected in the 

raw pressure signal is a result of normalizing by such a large RMS value. 

The fraction of the time record occupied by the large amplitude events (% time) 

and their percent influence on the filtered RMS level of the signal reveal an important 

characteristic of the wall pressure signal. As the frequency of the filters increases, 

there are more events detected and their contribution to the RMS energy in the 

filtered signal rises proportionately. However, when considering their contribution to 

the total energy in the unfiltered signal, the contribution of the high frequency events 

is disproportionately larger than that of the events detected in the low frequency 

signals. This occurs because of the temporal characteristics of the high frequency 

events, that is, large amplitude and short time scales result in energy imparted on 

the wall in a short period of time. 

The equivalent event statistics for a filtered white noise signal are shown in 

table 3.3. The white noise time record analyzed was the same length as the wall 

pressure signal from table 3.2 and was filtered using the same sampling frequency 
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Table 3.3: Filter effects on white noise event statistics (k=3) 

Filter RMS (V) # of Events % Time % RMS AT Duration 

Raw 1.000 878 0.56 3.49 745 2.08 

0 0.524 565 1.33 6.31 1160 7.68 

1 0.098 53 1.34 7.33 12330 82.50 

2 0.226 175 1.14 6.23 3614 21.23 

3 0.460 612 0.84 5.45 1065 4.48 

(y__32768 Hz). The most obvious difference from the wall pressure event statistics 

is the far fewer number of events detected. And while more events are detected in 

the higher frequency signals, unlike wall pressure, their contribution to the % time 

and % RMS do not increase. 

In general, these effects illustrate the physical features of wall pressure discussed 

in detail by Karangelen [26] and Wilczynski [53]. Despite the sharp rolloff of the 

wall pressure spectrum in the frequency range of filter 3, a pressure signal filtered 

in this range contains an abundance of intermittent, large amplitude events. These 

events contribute disproportionately to the total wall pressure field and can not be 

neglected. 
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Chapter 4 

RESULTS ON SPACE-TIME 
CHARACTERISTICS OF WALL 
PRESSURE EVENTS 

As previously stated, there are three fundamental objectives of this investigation. 

They are, in short: to discriminate active from passive turbulent structures, to track 

both the near wall and large scale active structures, and to obtain the wall pressure 

footprint of these composite structures. The data to be presented in this chapter are 

from the first set of experiments: measurements of fluctuating wall pressures with an 

array of transducers in both the streamwise and spanwise directions. Two distinct 

databases were acquired from these tests. Each of these databases were then filtered 

using filters 0,1,2 and 3. This chapter will contain a discussion of post processing 

analyses of these filtered databases in order to address the basic objectives. 

In section 4.1, experimental results which illustrate the spatial extent and life 

cycle of wall pressure events are presented for each of the filtered databases. Corre- 

lations between large scale and small scale turbulent signatures are examined using 

the concurrent filtered time records from the array in section 4.2. Attempts to 

track the growth and decay of wall pressure signatures of both large and small scale 

structures with data from the streamwise transducer array are given in section 4.3. 
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Finally, a summary of these findings will be presented in section 4.4. 

4.1    Spatial Extent of Wall Pressure Signatures 

Using the correlation techniques described in Chapter 3, temporal records from the 

streamwise and spanwise transducer arrays were analyzed for information about the 

space-time characteristics of the wall events. These methods include spectral analy- 

sis, cross-correlation measurements, and conditional sampling. Using the results of 

these analyses, an attempt will be made to demonstrate the spatial extent of the 

wall pressure signatures of organized structures. These findings will be presented 

first for the streamwise transducer array and then the spanwise array. 

4.1.1     Streamwise and Convective Features 

Cross-Spectral Techniques 

The wall pressure field beneath a turbulent boundary layer has historically been 

studied with spectral analyses [8, 9, 16, 55]. Measurement of the cross-spectrum 

of the wall pressure field provides information about the spatial and convective 

properties of the pressure producing turbulent structures. In this investigation, 

the cross-spectrum is expressed in terms of its normalized magnitude (coherence) 

and phase (convection velocity). The phase is expressed in terms of the convection 

velocity which was shown by Blake [7] to be related by Uc(u, Ax) = U)AX/Q{UJ, Ax), 

where Ax is the streamwise separation between the transducers, and the cross- 

spectrum 0 is the phase angle in radians. 

Farabee [16] conducted a thorough investigation of the spanwise and streamwise 

cross-spectral properties of the wall pressure field for an equilibrium and disturbed 

turbulent boundary layer. In general, the cross-spectral measurements from the 

streamwise and spanwise arrays in this investigation are consistent with Farabee's 
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Figure 4.1: The coherence function between transducer pairs in the streamwise array 

equilibrium results. Figure 4.1 shows the coherence functions measured between the 

upstream-most transducer with the remaining transducers in the streamwise array. 

The minimum spacing, labeled "min" in the figure, was 1/10-inch; the maximum 

spacing measured was 7/10-inch. The coherence function is plotted against the phase 

of the cross-spectrum, uAx/Uc. 

The first trend observed in figure 4.1 is the collapse of the high frequency portion 

of each curve onto a universal curve for all transducer spacings. This Strouhal num- 

ber similarity scaling behavior is classical and was seen by Bull [9] and Farabee [16]. 

Also shown in figure 4.1 is a line indicating an exponential decay function proposed 

by Bull [9] in which he assumed that the coherence function, T, behaved according 

to : 

T{üü,Ax) = e-Ci|ü;Ax/t/e(«,Ax)|j 
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Figure 4.2:   The measured convection velocity between transducer pairs in the 
streamwise array versus u6*/UO 

in the region of similarity scaling. The current data was best fit using a coefficient, 

C\, of 0.15 which is within the range of reported decay rates. 

The lack of similarity scaling in the low frequency portions of the curves is con- 

sistent with the results of previous investigators [8, 9, 16, 37] and is a physical 

requirement of the wall pressure field. As discussed in Farabee [16], for the coher- 

ence function to asymptotically approach unity at low frequency would require that 

large scale pressure source terms in the boundary layer convect over large distances 

without being distorted by gradients in the mean flow.   This obviously does not 

occur. 

The phase of the wall pressure cross-spectrum is shown in figure 4.2 in the form of 

convection velocity plotted against Strouhal number, u>ö*/U0. These results are also 

in qualitative agreement with those of previous investigators [16, 6]. The convection 
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velocity for all transducer separations increases initially with frequency, peaks at 

a Strouhal number of u5*/U0 « 0.2, and levels off to an asymptotic value. The 

magnitude of the convection velocity measured in this way appears to increase (at 

all frequencies) with transducer spacing. This behavior illustrates the dispersive 

character of the wall pressure field; fluctuations of the same length scale convect at 

different speeds. 

This method of measuring convection velocity is but one of several methods 

explored in this investigation. Cross-correlation and conditional sampling measure- 

ments will be shown to yield comparable results. Although cross-correlation is math- 

ematically related to the cross-spectrum through the Fourier transform, it has one 

advantage that will be exploited throughout this investigation. By analyzing and 

presenting wall pressure measurements in the time domain, rather than in the fre- 

quency domain, one can compare the effects of signal processing (filtering) on the 

correlation between spatially separated signals. 

Correlation Techniques 

The correlation coefficient, RpP{T), was computed between the upstream-most trans- 

ducer (pi) and each of the remaining transducers in the streamwise array (pi to p8). 

This computation was made over a segmented time span, AT, and then repeated for 

successive time spans until the end of the time record was reached. The individual 

correlation functions were then ensemble averaged. Typical results of this compu- 

tation are shown in figure 4.3. The average correlation coefficients were computed 

using pressure time records that were subjected to filters 0,1,2 and 3. 

Figure 4.3a shows Rpp{r) for wall pressure time records subjected to filter 0, 

which is the baseline data, free from background and electrical noise. There are 

several distinctive features of these data that are worth discussing. The first is the 
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exponential decay with streamwise distance of the magnitude of the maximum cor- 

relation. This behavior is consistent with the exponential decay of the coherence 

function (figure 4.1) which was computed from unfiltered wall pressure signals. As 

the separation distance between the transducers is increased, the maximum corre- 

lation value decays and the width of the correlation function broadens. This is also 

consistent with the spectral results which showed the influence of the large scale, 

low frequency pressure fluctuations increases with transducer separation. The scales 

of the turbulent structures which remain well correlated across the length of the 

array define the shape of the correlation function between first and last transduc- 

ers. These scales are larger than those which only remain correlated across the two 

upstream-most transducers. 

The purpose of filter 1 was to isolate the scales which are associated with tur- 

bulent structures in the outer-irrotational flow. The cross-correlation function com- 

puted for the same transducer pairs as figure 4.3a for time records subjected to 

filter 1 are shown in figure 4.3b. The shape of RpP{r) changes dramatically when 

only a narrow band of frequencies (scales) is considered. Along with the slower decay 

rate of the maximum values, the overall shape of the correlation is quite different. 

Rather than the pulse-like shape of the broad band (filter 0) correlation function, 

RPP{T) for the low frequency (filter 1) appears more wave-like, with more of a ten- 

dency to overshoot or oscillate. By removing the high frequency components of the 

wall pressure signal, a physically relevant correlation function of the pressure sources 

due to the irrotational flow is exposed. 

The same general trend is observed as the filter cutoff frequencies are increased 

(filters 2 and 3). As shown in figures 4.3c and 4.3d, as the frequency bands increase, 

so does the number of discernible peaks in the cross-correlation functions. Hijikata, 

Suzuki, and Iwana [19] observed similar trends between frequency components in 
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Figure 4.3: The ensemble averaged correlation function between transducer pairs in 
the streamwise array (a) unfiltered, (b) filter 1, (c) filter 2, (d) filter 3 
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pressure-velocity cross-correlation functions. The correlation data of Naguib and 

Wark [36] between band pass filtered shear stress and streamwise velocity measure- 

ments show the same tendency to oscillate more as the frequency of the filters in 

increased. 

The spatial decay rates of the maximum cross-correlation for each of the filters 

tested are replotted versus streamwise distance in figure 4.4a. It appears from these 

curves that the decay rate of fipP(r)mQI of the wall pressure signals is highly depen- 

dent on the band of filtering applied. From these data it would appear that high 

frequency (filter 3) wall pressure activity is only correlated to one half the boundary 

layer thickness (6/2) in the streamwise direction. 

The convection velocity of the wall pressure field may also be computed from 

the time delay between peaks in the correlation functions (Ar) and the separation 

distance (Ax) between the transducers, Uc(Ax) = Ax/AT. Results of this computa- 

tion, using the upstream-most transducer as the reference, are shown in figure 4.4b. 

Two important trends are observed in these data. First, as the transducer separation 

increases, the convection velocity rises slightly. This agress with the spectral results 

presented earlier. More important however, is the variation of Uc with the choice of 

filtering. Uc computed from broadband data (filter 0) as well as that from filters 2 

and 3 appears to collapse on the same line, varying from Uc/U0 « 0.6 to 0.7 across 

the array. The scales associated with filter 1, those in the outer-irrotational flow, 

convect at consistently higher velocities across the array. 

If one assumes that filters 1,2, and 3 successfully discriminate between turbulent 

scales, then the results depicted in figure 4.4 provide insight into the relationship 

between these scales. It appears that the scales associated with filters 2 and 3 convect 

at approximately the same speed and this speed corresponds to that measured by 

cross-correlation functions of the broad-band (filter 0) data. 
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Some comments are in order regarding the near-wall structures associated with 

the high frequency wall pressure data (filter 3). As shown in figure 4.4a, the magni- 

tude of the cross-correlation of the high frequency wall pressure signal decays rapidly 

with transducer separation. These pressure signatures are generally attributed to 

burst events in the near wall region. This would suggest that the spatial influence of 

the ejection/sweep processes are limited to 3 or 4 transducer spacings in the stream- 

wise direction. As will be shown in subsequent analyses of the data, this is not the 

case. The spatial influence of these near wall structures is much larger. A short- 

coming of the standard cross-correlation function is that it fails to illustrate the true 

influence of these scales because the pressure signature of these structures changes 

quickly from one transducer to the next. A more appropriate method of measuring 

the spatial influence of these burst events is to correlate the wall pressure signals 

based on a measure of the localized energy contained in clusters of these short time 

events. 

VITA Techniques 

The VITA method is an attempt to measure localized temporal activity. Figure 4.5 

shows the normalized correlation between the VITA functions at two streamwise 

transducers computed exclusively from filter 2 and filter 3 wall pressure signals. 

Integration times of T+ « 52 and T+ « 12 were used in the VITA calculation for 

the respective filters. These values were based on the median time scales in the 

bandwidth of the filters. The T+ « 12 value was also consistent with Kammeyer's 

[25] VITA calculation of wavelet filtered data. The results for filter 2-filter 2 and filter 

3-filter 3 correlations show consistently strong correlations over the spatial extent of 

the streamwise array for both the pressure signatures of the large scale intermittent 

structures (filter 2) and the near-wall burst events (filter 3). This method of detection 
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and correlation sheds new light on wall pressure signatures of large and small scale 

turbulent motions. 

By comparing figure 4.3d and figure 4.5b an important feature of high frequency 

wall pressure signals is revealed. That is, the appearance or shape of individual 

near-wall burst events are distorted as they convect downstream, deteriorating the 

cross-correlation of the temporal records between transducers. However, the cluster 

of turbulent activity associated with the event, identified by the VITA calculation of 

the signal's variance, remains well correlated as it convects the length of the trans- 

ducer array. And as shown in figure J^.J^b, this cluster of burst activity appears, 

qualitatively, to convect with the same speed as the larger "central" structures asso- 

ciated with filter 2. 

Conditional Sampling Techniques 

The cross-spectral, correlation methods and VITA techniques presented so far do not 

specifically address individual wall pressure events, but rather, describe the wall pres- 

sure field in a statistical framework. Conditional sampling and ensemble averaging 

of wall pressure peak events is another approach that can yield similar information 

on the spatial and convective properties of the wall pressure field. However, with this 

approach, the intermittent, high amplitude wall pressure fluctuations are extracted 

from the total signal and examined for their own spatial and convective features. 

Conditional sampling results from the streamwise array are shown in figure 4.6. 

These figures require some explanation. Wall pressure signals from each transducer 

were conditionally sampled based on detection of peak events (k=+3) occurring at 

the upstream-most transducer (pi). The signals from each of the transducers were 

then ensemble averaged over a fixed time window centered at the peak detection 

time.   This computation was performed on time records that were subjected to 
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Figure 4.5: Normalized correlation based on the localized variance (VITA) functions 
of filtered wall pressure signals from the streamwise array, (a) filter 2, (b) filter 3 
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filters 0,1,2, and 3. The conditionally averaged event shapes at each of the eight 

transducers in the array are shown in separate plots for each of the filtered time 

records. 

Figure 4.6a shows the event shapes for the noise-free (filter 0) wall pressure data. 

The results are similar to those of Schewe [45] who used a four element array and a 

peak threshold of 3.2. The average shape of the events is similar to the shape of the 

corresponding correlation functions in figure 4.3a. The signal shapes are pulse-like 

peaks with little tendency to overshoot before or after the peak. As the distance 

between the transducers increases, the average event shape broadens and decays 

exponentially in magnitude. 

There are several possible reasons for the decay and broadening of the event 

shapes with streamwise distance. Schewe [45] cites the decay of the individual events 

and the different convection velocities of the individual events as the reasons for the 

broadening behavior. There is more likely a complex combination of peak event 

decay, varying convection speeds, and the influence of large and small turbulent 

scales affecting the downstream shape of the wall pressure events. As with the 

correlation functions of filter 0 wall pressure, there is no discrimination between 

scales. The events detected at the reference transducer include large scale and small 

scale events which collectively exceed the given threshold. As the distance between 

the transducers increases, the shape of the correlation function as well as the average 

event shape becomes dictated by the scale of the events which remain correlated over 

that distance, i.e.., the larger scale turbulent structures. 

When certain scales are discriminated prior to event detection and conditional 

averaging, the event shapes do not change significantly with downstream distance. 

Figure 4.6b shows this effect for the filter 1 event shapes. Again, like the correlation 

function, the decay rate of the event magnitude is slower.   But unlike the filter 0 
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data, the width of the event shapes remains essentially unchanged across the array. 

In addition, the tails of the event shapes, before and after the peak are revealed 

by removing the high frequency fluctuations from the signal. The same is true for 

the event shapes of the filter 2 and filter 3 data shown in figures 4.6c and 4.6d, 

respectively. Similar to the correlation functions, the exponential decay rate of the 

peaks increases with the cutoff frequencies of the filters. 

Another technique for determining the mean convection velocity, t/c, is by mea- 

suring the time delay between peaks in the conditionally averaged event shapes. The 

results for each of the four filters is shown in figure 4.7. Uc/U0 varies between approx- 

imately 0.55 and 0.7 over the range of separations examined. These data compare 

favorably with the results of Schewe [45] {Uc/U0 = 0.53) who tracked the centroid 

of the event shapes, as well as with the results of Thomas and Bull [50] (UC/UQ = 

0.67) who defined Uc by the displacement of the zero axis crossing in downstream 

event shapes. These results are also consistent with the convection velocity results 

of Kammeyer [25]. The nominal increase in Uc with transducer separation seen in 

the correlation results is also observed in these data. The collapse of the filter 2 and 

filter 3 curves on the filter 0 curve is not as apparent as with correlation results, how- 

ever, the events sampled in the filter 1 time records appear to convect consistently 

faster than the events detected in the other signals. 

The convection velocity results presented so far (spectral, cross-correlation, and 

conditional sampling) have consistently shown that wall pressure events associated 

with the scales defined by filters 2 and 3 have convection velocities Uc/U0 between 

0.55 and 0.7. This places the center of these pressure sources at (50 < y+ < 250), 

the log-law region of the boundary layer. 
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Figure 4.7: Measured convection velocity based on time between peaks in the stream- 
wise conditionally averaged wall pressure events 

4.1.2     Spanwise Features 

Some techniques used for the data obtained with streamwise wall pressure mea- 

surements were also applied to measurements from the spanwise array. Again, the 

spatial extent of the wall pressure field will be examined by cross-spectral, cross- 

correlation, and conditional sampling/ensemble averaging techniques applied to the 

data acquired from the spanwise array. These findings will be briefly summarized. 

The spanwise coherence functions between transducers pairs in the array are 

plotted against Strouhal number in figure 4.8. The Strouhal number in this case is 

of the form St = cuAz/Uc, where the convection velocity is taken from the stream- 

wise phase measurements with the equivalent transducer spacing. The spanwise 

coherence curves are consistent with the results of previous investigators [16, 9]. 

The exponential decay curve, with constant C2=0.9, suggested by Farabee [16] is 

also shown.  The high frequency portions of the coherence curves collapse on this 

75 



0.8 

c 
o 
o 
§0.6 

CD 
O 
c 

CD 

o 
O 

0.4 

0.2 

 1                    1 

\ 

 1— 

\ 

-   \C2=0.9 - 
\ 
\ 

min \ 

' /             V 
- 

f^\ \ 
/•Vv ^V\ 

- 

max         ^^^^ 

i 

0 12 3 4 
Strouhal Number 

Figure 4.8:   Coherence function between transducer pairs in the spanwise array, 
Strouhal No. =Lüö*/U0 

76 



universal decay curve. As with the streamwise coherence, the curves deviate from 

the similarity scaling at low frequency. Finally, the wall pressure field is coherent 

over a shorter spanwise distance than streamwise distance as indicated by the larger 

exponential decay constant, Ci- 

The average cross-correlation function was computed between the first, ref- 

erence transducer and the remaining transducers in the array. The results of this 

computation for pressure signals subjected to all four filters are shown in figure 4.9. 

Many of the features observed in the streamwise correlation functions are present 

in the spanwise data, including the exponential decay of the peak magnitude with 

transducer separation. The broadening of the correlation functions with transducer 

separation is also seen in the filter 0 data. As with the streamwise correlation, the 

quantity and magnitude of positive and negative peaks in the tails of the main peak 

increases with the cutoff frequencies of the filter. 

Other than the obvious lack of convection, the most significant difference between 

the streamwise and spanwise cross-correlation functions is the larger decay rate of 

the peak magnitudes with spanwise separation. Figure 4.10 compares the decay 

rates for the four filters tested. The wall pressure signal subjected to high frequency 

filtering (filter 3) is essentially un-correlated beyond a spanwise separation of one 

transducer diameter (Az/6 « 0.1). The wall pressure field in the frequency band 

of filter 1 appears to be well correlated across the entire array. And as with the 

streamwise correlations, the decay rate of the unfiltered (filter 0) wall pressure and 

that subject to filter 2 appear to coincide. 

In contrast to the standard temporal correlations shown in figure 4.9d, the nor- 

malized correlation function based on the variance of the high frequency (filter 3) 

wall pressure signals expands the spanwise extent of near wall burst events. As 

shown in figure 4.11, the VITA technique reveals the larger spanwise influence of 

77 



Filter 0 

1 ' 

(a) — dz=0 
0.8 - dz=.1   ■ 

c 
CO 
Ö   0.6 
itr 

- dz=.2 
dz=.3 

— dz=.4 
CD 
o - dz=.5 

2   0.4 
o 1 ^ 

/ 

-dz=.6   ■ 
dz=.7 

CD 
fc   0.2 o 
O 

■ 

Jf-^k 
0 !*=">* 

1 
n o 

"SNSJ""' " "-*"    '■**-      / v - 

Filter 1 

-100     -50 50 100 -100      -50 100 

Filter 2 Filter 3 

-0.5 

Figure 4.9: The ensemble averaged correlation function between transducer pairs in 
the spanwise array (a) unfiltered, (b) filter 1, (c) filter 2, (d) filter 3 

78 



0.8 

Q.0.6 
Q. 
tr 
co 
^0.4 

0.2 

 , 1 1— 1 r— 

\\ 

 1   

 Filter 0 
V - - Filter 1 
•\\ -   Filter 2 

Filter 3 
- 

■\    \ 

■ \          N 

•V            Ss 
■ V 

^^                                           "~ ~~ — 

•^•^^ 
^"^■^^ 

^           

0.1 0.2 0.3 0.4 0.5 
Spanwise Distance (z/delta) 

0.6 

Figure 4.10: Mean decay rate of peak cross-correlation coefficients for spanwise array 

high frequency wall pressure activity to be as much as three transducer diameters 

(Az/5 « 0.3). 

The results of conditional sampling with the spanwise array are similar to 

those of the streamwise array. Absent the convective effects, the conditionally av- 

eraged event shapes resemble the shapes of the correlation functions in figure 4.9. 

However, rather than view the event shapes in the time domain, it is possible to 

project the event shapes onto the X-Z plane using Taylor's hypothesis. By assuming 

a frozen, convecting pressure field, the conversion from time to space is accomplished 

via the average measured convection velocity {Uc/U0 = 0.67): 

X+ = U+*t+. 

The wall pressure signals for each transducer in the spanwise array (pi to p8) 

were conditionally sampled and ensemble averaged on the detection of peak events 

(k=+3) at p4, a transducer at the center of the array.   Time was converted to 
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space using the average convection velocities, computed for each filter from the 

streamwise cross-correlation functions. Contour plots from the resulting ensemble 

averaged event shapes {P/Prms) are shown in figure 4.12. The data from filters 0, 2 

and 3 are plotted on the same scale. The streamwise {x+) scale of the filter 1 curve 

has been expanded to accommodate the large streamwise extent of the wall pressure 

events detected in that signal. 

Figure 4.12a shows the average spatial extent of high amplitude wall pressure 

events from the unfiltered (filter 0) signals. When viewed this way, the wall pressure 

contours do not appear elongated in the streamwise direction like those of Kim [27] 

for a simulated channel flow. They do, however, exhibit the same nominal spatial 

extent. 

When the wall pressure signal is broken down into its large and small scale 

components (filters 1, 2, and 3), an interesting picture emerges. Viewing figures 

4.12b. c, and d collectively, one sees the complexity of the turbulent wall pressure 

field. Clearly, the wall pressure signal is composed of many large and small scale 

events. The wall pressure signatures of these events varies greatly with the filtering 

performed on the original signal. The wall pressure events associated with scales 

characteristic of the irrotational flow (filter 1) have a much larger spatial extent than 

the streamwise or spanwise dimensions of the array. However, the events detected 

in the filter 3 data are nearly too small to resolve with the transducers used. 

4.2    Correlation of Large Scale and Small Scale 
Structures 

In the previous section, the possibility that large scale (filter 2) and small scale 

(filter 3) wall pressure signatures are correlated was suggested by showing that the 

events convect at approximately the same speed. Several of the turbulence produc- 
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tion models discussed in Chapter 1 are based on this type of correlation in which 

there is a causal relationship large and small scale turbulent activity. Thomas and 

Bull [50] for example, correlated the passage of a large scale inclined shear layer with 

small scale, near wall turbulent production activity. 

As described in Chapter 3, the cutoff frequencies of the filters applied to the 

wall pressure time records were chosen based on the reported turbulent scales. The 

relationship between the scales in the wall pressure field will be examined in this 

section using the cross-correlation and conditional sampling analysis tools already 

demonstrated. These tools will be applied to the wall pressure time records sub- 

jected to filters 2 and 3 for both streamwise and spanwise array measurements. In 

addition, selected time records from the streamwise array are provided to illustrate 

the relationship between large and small scale events. 

4.2.1     Streamwise Analysis 

Streamwise correlation measurements presented in the previous section, figure 4.3d 

and figure 4.5, illustrated an important characteristic of high frequency wall pressure 

events. They showed that small scale events occur in clusters of large amplitude 

positive and negative peaks, and that while the pattern of peaks in the cluster 

changes significantly as it convects, the cluster itself remains generally intact. This 

was shown by contrasting the standard temporal correlation function of the wall 

pressure field and the normalized correlation of the wall pressure VITA functions. 

Figure 4.13 shows the normalized correlation of the low and high frequency wall 

pressure VITA functions, that is, filter 2-filter 3 correlations between the transducers. 

The integration window, T+, was tuned to the time scales isolated by filters 2 and 3, 

T+ « 52 and T+ « 12 respectively. There appears to be a clear correlation between 

activity in the filter 2 signal of the upstream-most transducer, and high frequency 

83 



-100 100 

Figure 4.13: Normalized correlation based on the localized variance (VITA) functions 
of filter 2 wall pressure at Pi and downstream (P1-P8) filter 3 wall pressure 

(filter 3) activity at the other downstream transducers in the array. The magnitude of 

the correlation appears also to decay very gradually with transducer separation. This 

qualitative observation of the strong VITA correlations between the filtered signals 

suggests that the filter 2 and filter 3 wall pressure activity appear to be components 

of composite footprint of a single, organized turbulent motion. This behavior is best 

illustrated by examining the time records of the entire wall pressure array. 

A sample window of simultaneous wall pressure time records from the streamwise 

array is shown in figure 4.14. In this figure, the dotted lines represent filter 2 

data while the solid line represents filter 3 data. Each signal is displaced vertically 

for clarity. In this sample there are obvious regions or clusters of high frequency 

activity (filter 3) which appear to convect at approximately the same speed as the 

peaks in the lower frequency signal (filter 2). The time records in this figure are 

typical of the entire time record collected and were chosen because they effectively 
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illustrate the correlation results above. At each of the downstream transducers, the 

turbulent clusters seen in the high frequency signal appear to be slightly preceded 

by high amplitude positive peaks in the low frequency signal. Thomas and Bull [50] 

observed the same behavior in high and low pass filtered wall pressure signals. By 

correlating the high and low frequency components of a single wall pressure signal, 

they observed that large high frequency pressure fluctuations occur when the low 

frequency component is falling from a large positive value to a large negative value. 

This behavior is evident in the time record of figure 4.14. 

The strong correlations measured in the filter 2 wall pressure field (figures 4.3c 

and 4.6c) are illustrated in figure 4.14. The low frequency event shapes appear 

almost frozen as they convect across the entire span of the array. Schewe [45] made 

the same observation of unfiltered events in the wall pressure from a four element 

array. In contrast, the peaks within the high frequency clusters do not retain their 

shape as the cluster convects. 

The VITA function based on signal variance has been shown to be an effective 

filter for detecting high frequency turbulent wall pressure activity. It has also been 

successfully applied to the lower frequency (filter 2) wall pressure signal. The low 

frequency peaks observed in figure 4.14 tend also to occur in small clusters, however, 

these clusters contain fewer peaks than the high frequency clusters; nominally less 

than three (positive or negative). 

The low and high frequency VITA functions for each transducer in the stream- 

wise array are shown in figure 4.15. The time sample shown is the same as that 

in figure 4.14. The high frequency events seen in the time records are successfully 

captured by the VITA function. The low frequency events in the time record also 

register a bulge in the VITA function. The dominant high frequency event seen 

in the time record illustrates the temporal relationship between low and high fre- 
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Figure 4.14: Sample filtered Wall pressure time records from the streamwise array 
(PI to P8): ..., filter 2; —, filter 3. 
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quency wall pressure activity observed by Thomas and Bull [50] and seen in the 

current time records. The high and low frequency VITA functions indicate a time 

lag between peak low frequency and peak high frequency wall pressure activity. The 

high frequency VITA functions appear to peak slightly later than the low frequency 

function. If one assumes that the low and high frequency activity are associated with 

a single turbulent structure, this result suggests that the large scale component of 

the structure passes over the transducers ahead of the small scale component. The 

signature of the large scale head and small scale legs of an inclined hairpin vortex, 

for example, would satisfy this description. 

Although the sample time records in figure 4.14 are typical of the entire time 

record collected, the observation of a single event is not sufficient to draw general 

conclusions. Therefore, conditional sampling methods were also applied to the filter 2 

and filter 3 wall pressure time records. Figure 4.16 shows the ensemble averaged 

data from the high frequency (filter 3) wall pressure time records of the first four 

transducers in the streamwise array based on the detection of low frequency (filter 2) 

high amplitude (k=+3) peak events in the upstream-most transducer. These data 

confirm the correlation results in figure 4.13 as well as the temporal information 

observed in the time records and the VITA functions. There is a clear correlation 

between low frequency peak events and high frequency wall pressure activity across 

the array. On average, the peak high frequency activity occurs slightly after the low 

frequency peak has passed, shown by the offset of the dx=0 curve peak from t+=0. 

4.2.2    Spanwise Analysis 

By correlating low and high frequency filtered wall pressure signals from the stream- 

wise array, a relationship between large and small scales in the wall pressure field 

has been demonstrated. The extent of this correlation was measured by examining 
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Figure 4.15:   Sample VITA functions of the wall pressure time records shown in 
figure 4.14: ..., filter 2; —, filter 3. 
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Figure 4.16: Downstream filter 3 wall pressure signals conditionally averaged on 
peak events in upstream, filter 2 wall pressure signal, (k=+3) 

the variance (VITA) of the high as well as low frequency wall pressure signals. To 

describe the spanwise extent of this correlation, the normalized correlation of the 

VITA functions of the spanwise low and high frequency wall pressure signals was 

computed. The results of this analysis are shown in figure 4.17. While the mag- 

nitude of the normalized auto-correlation (&z - 0) function between the low and 

high frequency signals is more than 5 dB lower than the correlation of the high 

frequency signal with itself (see figure 4.11), the spanwise extent of the correlations 

are nominally the same (2 to 3 transducer diameters). 

The correlation data in figure 4.17 appear to be skewed to positive time. This 

result is consistent with the temporal relationship between the filter 2 and filter 3 

wall pressure activity seen in the time records and the VITA functions. The positive 

skewness indicates that the high frequency (filter 3) activity, to which the filter 2 

events are correlated, occurs on average a finite time after the filter 2 activity has 

occurred, i.e., filter 2 activity precedes filter 3 activity. 
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Figure 4.17: Normalized correlation based on the localized variance (VITA) functions 
of filter 2 wall pressure signals and neighboring filter 3 wall pressure signals from the 
spanwise array 

Conditional sampling experiments were performed between the low and high 

frequency spanwise array signals. The high frequency signals (filter 3) from all the 

transducers in the array were conditionally sampled based on large amplitude peak 

events detected in the low frequency (filter2) signal at PI. The ensemble averaged 

event shapes from these computations did not show a strong enough correlation 

between low and high frequency signals to warrant their presentation. The failure of 

the conditional sampling technique to show a spanwise correlation between low and 

high frequency wall pressure events is believed to be due to phase jitter. The large 

streamwise variation from transducer to transducer in the shape of the peaks within 

the high frequency event clusters shown in figure 4.14 is even more pronounced in 

the spanwise direction. This variation contaminates the shape of the conditionally 

averaged time records, and will, in effect, mask any correlation between transducer 

signals. 
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4.3    Results of Tracking Wall Pressure Signatures 

One of the objectives of this investigation is to determine the life cycle of the wall 

pressure footprints of large and small scale turbulent structures. Ultimately, the 

footprint of these structures could be incorporated as a detector function for an 

active or adaptive turbulence control system. In the previous section, the correlation 

between large and small scale structures was demonstrated using only an array of 

wall pressure transducers. The flow field associated with these large and small scale 

wall pressure events will be presented in Chapter 5. In this section, an exploratory 

attempt at tracking these large scale structures exclusively with the streamwise array 

of wall pressure transducers is presented. A brief description of the evolution of the 

event tracking algorithm and its logic is then followed by some typical results from 

the low frequency peak event tracking experiments. 

4.3.1    Development of the Event Tracking Algorithm 

As discussed earlier, large amplitude wall pressure events in the high frequency 

(filter 3) time records typically occur as clusters of positive and negative peak events. 

The pattern of peaks in the cluster was also observed to change significantly as the 

event convected across the array. For this reason, tracking high frequency wall 

pressure events using a simple peak tracking algorithm proved to be unfeasible. A 

more robust cluster tracking scheme would be necessary. Instead, the focus of this 

part of the investigation was directed to the low frequency (filter 2) wall pressure 

signals which were shown to correlate with the high frequency wall pressure events. 

The large amplitude wall pressure events in the filter 2 time record were shown 

earlier to usually contain less than three peaks, at least one of which was always a 

positive peak. An algorithm, described below, was developed to track these events 

with the array using a peak detection scheme. The development of this algorithm 
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proved also to be a formidable challenge. A listing of the peak tracking algorithm is 

provided in Appendix B. The logic of the algorithm was continuously improved as 

more experience was gained with the nature of the events to be tracked. The final 

product was able to successfully track low frequency events across the length of the 

array. 

One objective of the event tracking experiments was to measure the decay rate 

of the high amplitude wall pressure events contained in the filter 2 data records. 

After careful examination of the 'clean' as well as the filtered time records from the 

streamwise array, the term "decay rate" began to loose its original meaning. The 

following qualitative observations were made: 

• Most peak event magnitudes grow and decay as they convect the streamwise 

extent of the array. 

• Typically, when the magnitude of one peak decayed, the magnitude of another 

peak in the cluster (positive or negative) grew. 

• Many peak event magnitudes decay to zero before reaching the last transducer 

in the array. 

• Similarly, many events originated (P/Prms > k) within the span of the array. 

It should be noted that the same features were also observed and were more pro- 

nounced for the high frequency clusters. In the high frequency event clusters, a peak 

could come and go in the span of two transducers. 

The peak detection and tracking algorithm used in this investigation was written 

to accommodate the observations listed above. The algorithm will be briefly de- 

scribed. Initial peak detection was triggered at the second and seventh transducers 

in the array. For each peak detected that exceeded a given threshold pressure (k) a 
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search was executed upstream and downstream of the reference or "trigger" trans- 

ducer, P2 or P7. If a peak was detected in the signal of the next transducer within 

a given time window (positive for P2 detections and negative for P7 detections), its 

magnitude and location in the time record were registered and the search contin- 

ued in the next transducer's signal. The length of the time window in which the 

search for the next peak was conducted was chosen based on the time it would take 

a peak event to convect the transducer spacing if traveling at one-half the nominal 

convection velocity measured from the cross-correlation and conditional sampling 

experiments. Any peaks found beyond this window were assumed to be unrelated 

to the reference event. 

Once all the events at transducers 2 and 7 were detected and their corresponding 

peaks in the neighboring transducer signals were located, the magnitude and loca- 

tions of the events were compiled. To determine the "growth" and "decay" rates 

of the wall pressure peak events, only those peak events which were detected at 

three or more transducers were saved. Furthermore, only those peak trains whose 

maximum magnitudes occurred at transducers 2 and 7 were retained. By applying 

these requirements, the computed mean "growth" and "decay" rates are then based 

only on peak events which are indeed decaying from or growing to their maximum 

magnitudes within the span of the array. 

4.3.2    Sample Results of Low Frequency Peak Tracking 

The resulting peak event magnitude traces for reference transducer 2 (decaying 

events) and transducer 7 (growing events) are shown in figure 4.18a and b, respec- 

tively. The magnitudes are normalized by the magnitude of the peak occurring at 

the reference transducer. The most noteworthy feature of these curves is the large 

scatter in the magnitudes of the growing and decaying peak events. A large contrib- 
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utor to the apparent scatter is the individual peak events which, although have their 

maximum magnitudes at P2 or P7, decay as well as grow within the span of the 

array. Another feature which appears to generate considerable scatter is detection 

of peaks downstream of P2 or upstream of P7 whose magnitude is actually negative. 

By defining a positive peak as simply a point n where Pn_i and Pn+i are less then 

Pn, it is possible to find positive peaks with negative magnitude. Tightening the 

requirements for growing or decaying peak events by eliminating such events results 

in a significant reduction in the number of tracked events and yet was determined 

to have only a marginal impact on the mean growth or decay rates. 

The mean decay and growth rates of tracked low frequency peak events are 

shown in figure 4.19a and b, respectively. Separate mean growth and decay rates 

were computed for events which were trackable from 3 to 8 transducers. In figure 

4.19a it is not surprising that the average decay rate of the peaks varies inversely 

with the distance over which the peaks could be tracked. In general, the decay 

rates depicted in figure 4.19a appear to be exponential. This effect is even more 

pronounced in the average growth rates shown in figure 4.19b. The average growth 

rates of the peak events appear to be slightly steeper than the average decay rate 

and follow a nominally exponential shape. 

The fourth and final measure of convection velocity used in this investigation is 

the time between peaks detected in the peak tracking algorithm. The data shown in 

figure 4.20a and b are the actual time between the peaks detected and traced in figure 

4.18a and b. The average time between peaks for the decaying and growing events is 

approximately 0.26 msec. This translates to Uc/U0 ~ 0.64, which is consistent with 

the spectral, correlation, and conditional averaging results presented in section 4.1. 

The distribution of peak detection times in figure 4.20 illustrates the point dis- 

cussed earlier about the effect of convection velocities of individual events on the 
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Figure 4.18: Relative magnitude of filter 2 positive peak events tracked using the 
streamwise array (a) maximum peak value occurs at P2, (b) maximum peak value 
occurs at P7 

95 



(a) Trigger Channel = 2 

_4 5 
Transducer No. 
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Figure 4.19: Mean growth and decay rates of filter 2 peak event magnitudes tracked 
with the streamwise array (a) maximum peak value occurs at P2, (b) maximum 
peak value occurs at P7 
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Figure 4.20: Convection velocity (time between peaks) obtained from individually 
tracked filter 2 peak events: (a) maximum peak value occurs at P2, (b) maximum 
peak value occurs at P7 
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magnitude of conditional averaging results. It is for precisely this reason that the 

decay rates of wall pressure events were not measured from conditional sampling 

results. The phase jitter introduced into the ensemble averaged event shapes by 

peaks which convect at different speeds is significant, as shown convincingly by fig- 

ure 4.20.This observation also confirms the spectral findings on the range of wall 

locations (y+) at which the pressure source terms are centered. 

4.4    Summary of Findings 

The space-time characteristics of the wall pressure field have been measured with 

the streamwise and spanwise transducer arrays using various signal processing tools. 

By filtering the wall pressure in selected frequency bands (filters 1, 2, and 3), struc- 

tural features of the wall pressure field have been revealed. The spatial extent and 

convective features of the wall pressure field as measured by cross-spectral, cross- 

correlation, and condition sampling methods were demonstrated to be highly depen- 

dent on the filtering of the wall pressure signals and hence potentially subjective. In 

addition, by comparing signals subject to different filters, a correlation between large 

scale (filter 2) and small scale (filter 3) wall pressure activity was shown. Finally, 

a wall pressure peak event tracking algorithm was demonstrated which utilized the 

signals from the streamwise transducer array. A general summary of the important 

findings from each of these efforts will now be discussed. 

The spatial extent of the wall pressure field was determined from cross-spectral 

and cross-correlation measurements from both the streamwise and spanwise arrays. 

The spectral and correlation results were consistent in that the streamwise extent 

was significantly larger than the spanwise extent. In addition, the magnitude of these 

correlations decayed exponential with transducer spacing. Not surprisingly, the wall 

pressure field when filtered to retain only irrotational motions (filter 1) had a much 

98 



larger spatial extent than either the high frequency or unfiltered wall pressure field. 

Furthermore, by correlating wall pressure signals based on the cluster groupings of 

events (VITA functions), the spatial extent of both the large scale (filter 2) and 

small scale (filter 3) wall pressure field expanded significantly. 

Results from conditional sampling experiments were consistent with both the 

cross-spectral and cross-correlation findings. By conditional sampling and ensem- 

ble averaging time records on large amplitude peak wall pressure events, another 

measure of the spatial extent of wall pressure events was obtained. The temporal 

and spatial characteristics of the ensemble averaged event shapes showed the same 

dependency as the correlation functions on the band pass filter used. 

By measuring the convection velocity of filtered wall pressure field, some im- 

portant features were observed. It was shown that the pressure sources associated 

filter 2 and filter 3 scales convected at nominally the same speed as that measured in 

the "clean', filter 0 wall pressure. In contrast, the pressure field associated with the 

very low frequency (filter 1), irrotational motions convects at a consistently higher 

speed. This was the first confirmation that the filters chosen discriminated between 

turbulent scales as well as regions of the boundary layer. The common convection 

velocity of the filter 2 and filter 3 scales was also the first indication that these scales 

may be components of a composite structure. 

The issue of a correlation of large and small scales was addressed directly in 

the subsequent section where normalized correlation and conditional sampling tech- 

niques were applied to wall pressure signals subjected to filters 2 and 3. Stream- 

wise and spanwise normalized correlation analyses between a single, low frequency 

(filter 2) wall pressure signal and high frequency (filter 3) signals from the other 

transducers in the array showed a strong correlation between the scales. Similarly, 

conditional sampling results from the same data set showed that, on average, high 
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frequency wall pressure activity across the streamwise array was associated with the 

passage of low frequency activity. Visual analysis of filtered time records from the 

streamwise array confirmed this behavior. The ability of the VITA technique to 

capture both the filter 2 and filter 3 wall pressure activity was also illustrated. 

Collectively, the findings revealed a consistent phase relationship between the 

large and small scale wall pressure activity. This phase relationship supported the 

idea that in many cases, the small and large scale wall pressure activity were com- 

ponents of the wall pressure signature of a single, large scale organized turbulent 

structure. The pattern of the large scale activity was observed to be different from 

that of the small scale activity or events. The small scale activities were charac- 

terized as intermittent, convecting clusters of peaks which evolved over the spatial 

extent of the array. The large scale activity, which accompanied the small scale 

events, resembled a frozen convecting wave train, which maintained its shape as it 

traversed the length of the streamwise array. These large scale wave trains were less 

intermittent than the high frequency events and usually contained 2 or more peaks 

and axis crossings. This feature made them well suited to VITA detection. 

A wall pressure event tracking algorithm was developed to track the individual 

peaks in the large scale wave trains (events). Spatial and convective features ob- 

tained from these analyses were consistent with the findings of the correlation and 

conditional sampling analyses. In addition, the tracking analysis revealed more sub- 

tle features of the large scale wall pressure activity. One such feature was the large 

variation in peak convection velocity between individually tracked events. This ob- 

servation confirmed the spectral findings on the range of wall locations (y+) at which 

the pressure source terms are centered. More importantly, this finding illustrated 

the need for caution when interpreting conditional sampling results where multi- 

ple events, such as those tracked with the streamwise array, have been ensemble 
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averaged. 

The results presented in this chapter lay the groundwork for the flow field mea- 

surements to be presented in Chapter 5 in which many of the same cross-correlation 

and conditional sampling schemes are applied to simultaneously obtained velocity 

and wall pressure data. The next logical step would be to examine the flow field 

data in an attempt to identify the small and large scale active structures, as well as 

to determine if the relationship exists between distinct active flow structures across 

the boundary layer. This will be the focus of the next chapter. 
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Chapter 5 

RESULTS ON IDENTIFICATION 
OF ORGANIZED FLOW 
STRUCTURES 

This chapter will focus on the simultaneous measurements of the flow field and wall 

pressure in which both are subjected to the filtering schemes previously discussed. 

The frequency bands of the four filtering schemes used throughout this investigation 

are restated in table 5.1. The goal is to capture or identify the distinct flow structures 

whose wall pressure signatures were measured with the array. These flow structures 

will be defined using the same analysis tools previously employed which include 

cross-spectral, cross-correlation, and conditional sampling, but applied now to both 

velocity and pressure data. 

The streamwise and spanwise spatial extent of the pressure producing structures 

will be defined by measuring both the coherence and cross-correlation between wall 

Table 5.1: Band-pass filters employed in this investigation 
Label Bandwidth (Hz) Flow Structures 
Filter 0 
Filter 1 
Filter 2 
Filter 3 

100 </ < 5000 
100 </ < 300 
300 < / < 1200 
1200 < / < 5000 

Composite Flow 
Outer / Irrotational 
Large Scale Active 
Small Scale Active 
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pressure and streamwise (u), as well as wall normal (v) components of velocity 

at locations across the boundary layer. The temporal cross-correlation functions 

between pressure and velocity will also provide unique insight into the temporal and 

convective behavior of the pressure producing structures. These findings will be 

presented in section 5.1. 

This chapter also presents the results of conditional sampling experiments in 

which u and v are sampled based on the occurence of large amplitude wall pressure 

events measured by the streamwise array. From these results, a composite picture 

of the average pressure producing flow structures can be inferred. In addition, by 

sampling high frequency velocity signals on low frequency wall pressure events, the 

correlation between large and small scale structures is illustrated in the ensemble 

averaged flow field. Section 5.2 will present these investigations. Finally, a summary 

of the overall results from the flow field measurements are presented in section 5.3. 

5.1    Spectral and Temporal Wall Pressure -Velocity 
Correlation 

Although the cross-spectrum and cross-correlation functions are Fourier transform 

pairs, it is useful to examine both functions when studying turbulent structures. The 

cross-spectrum contains both the coherence and phase relationship and is a measure 

of the mean linear correlation between two signals as a function of frequency. It 

is important to note that the normalized cross-spectrum (the coherence function) 

provides a measure of the linear dependence between two signals and the cross- 

correlation provides a measure of the correlation between the two. While similar, 

the measures of dependency and correlation are subtly different in that coherence is 

not influenced by the phase relationship between the two signals. The correlation, 

on the other hand, is a function of phase difference. For example, two completely 
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dependent signals, such as sin(u)t) and sin{u)t + ir/2) have zero correlation. The 

phase information is useful when analyzing pressure-velocity correlations because it 

gives the relationship between wall pressure and the direction of the velocity field. 

For these reasons, the coherence functions and the cross-correlation functions will 

be examined collectively. Results of correlations between the velocity field and the 

streamwise array will be presented first, followed by results from the spanwise array. 

5.1.1    Streamwise Analysis 

As described in section 2.4, flow field measurements were performed downstream of 

the streamwise transducer array. These measurements consisted of three boundary 

layer surveys in which u and v were measured at 30 (y+) locations across the bound- 

ary layer. The surveys were conducted at evenly spaced x locations (Ax = dtransducer) 

resulting in an 18x30 grid of pressure-velocity correlation measurement stations. The 

experimental configuration is illustrated in figure 5.1. The data to be presented will 

effectively represent the cross-spectral and cross-correlation measurements between 

a fixed wall pressure transducer at location (x+,y+)=(0,0) and hot-wires located at 

each station in the streamwise grid. Therefore, the flow field depicted by the corre- 

lation contours will represent flow patterns downstream of the streamwise array. 

Cross-Spectral Analysis 

At each pressure-velocity measurement station in the 18x30 streamwise grid, the 

cross-spectral density functions, $pu(w) and $PV{UJ), were computed between wall 

pressure and velocity. These functions were computed from unfiltered, simultane- 

ously obtained pressure and velocity time records. The cross-spectrum/coherence 

computations were performed with MATLAB using spectral density and coherence 

subroutines from the Signal Processing Toolbox ( 1024 point, Hanning window) [32]. 

To illustrate the behavior of the pressure-velocity coherence levels as a function of 
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Figure 5.1: Experimental configuration for streamwise flow field measurements 
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location in the flow field, contours of the mean coherence levels, averaged within 

the frequency bands of filters 1, 2, and 3, were generated. By viewing the pressure- 

velocity coherence in this manner, a spatial map of the mean pressure producing 

structures can be obtained for the scales associated with each filter. 

Contours of pressure-velocity coherence, Tpu and Tpv in the streamwise measure- 

ment grid for filters 1, 2, and 3 are shown in figures 5.2 - 5.4, respectively. Contours 

of the mean coherence level for the filter 1 band are given in figures 5.2a and 

5.2b for u and v, respectively. Two distinct regions of strong coherence between 

wall pressure and streamwise velocity are evident in figure 5.2a. One region is lo- 

cated in the near wall region of the boundary layer and another is observed outside 

the wall layer {y+ > 1026). The near wall coherence region starts from its maxi- 

mum at (x+=0,y+=0) and forms an inclined ridge that decreases with wall distance 

but with consistently strong levels near the wall (y+ <100). This indicates that 

low frequency pressure fluctuations at x+=0 are associated with strong near wall 

streamwise velocity fluctuations. Tpu breaks down between 600< y+ <1200 which 

is essentially the upper half of the turbulent boundary layer, a region noted for its 

turbulent/non-turbulent intermittency. Another coherence region rests outside the 

boundary layer at y+ > 1000. Here, the low free stream turbulence levels lead to 

strong low frequency pu coherence resulting from the large scale induced irrotational 

motions. 

The pu coherence contours for this low frequency range are consistent with those 

of Snarski and Leuptow [46] who contoured Tpu at LJ5*/U0 = 0.23, which is in the 

frequency range of filter 1. Snarski and Leuptow, who lacked wall normal velocity 

(v) data, attributed the near wall and outer-irrotational levels to a single, very 

large scale, rotating structure. Closer examination of the data in figure 5.2 suggests 

otherwise.  The breakdown of Tpu between 600 < y+ <1200 was observed by other 
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Figure 5.2: Filter 1 pressure-velocity coherence contours in the streamwise measure- 
ment grid 
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investigators [46, 53]. And while the intermittency of the velocity signals in this 

region may degrade the mean coherence levels, the consistent streamwise extent of 

this coherence "gap" suggests the existence of two distinct structures rather than a 

large single rotating structure. The near wall and irrotational structures appear to 

have little statistical correlation other than similar wall pressure signatures. Other 

data to be presented in this chapter on the coherence as well as correlation contours 

will support this argument. 

The low frequency coherence contours between pressure and wall normal velocity, 

Tpv, shown in figure 5.2b also display two regions of strong coherence located within 

and outside the boundary layer. However, in contrast to the u component, which 

peak near the wall the v component peak within the boundary layer occurs at y+ « 

700. The peak Tpv outside the boundary layer occurs at nominally the same location 

as the Tpu peak. The larger overall levels in the pv coherence contours are probably 

indicative of the stronger direct correlation between wall pressure and wall normal 

velocity fluctuations. Overall, these data illustrate the spatial extent of the observed 

irrotational structures to be in excess of three boundary layer thicknesses in the 

vertical direction and significantly more in the streamwise direction. 

Mean coherence contours for the filter 2 band are shown in figure 5.3. The pu 

coherence data in figure 5.3a are similar in shape to the filter 1 contour within the 

boundary layer, however, the spatial extent of the structures is much smaller. There 

appears to be little coherence between wall pressure and structures of this scale in 

the outer irrotational flow as observed in the filter 1 band. This is true for both pu 

and pv coherence. The dominance of the pv coherence in the internal layer is more 

obvious in these data than in the filter 1 contours. The flattening of the contours in 

the y-direction indicates that the coherent motions are inclined and convecting with 

the mean flow. 
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Figure 5.3: Filter 2 pressure-velocity coherence contours in the streamwise measure- 

ment grid 

The location of the inner layer peaks in the filter 2 coherence contours are con- 

sistent with the filter 1 contours for the structures observed within the boundary 

layer. The pu coherence peaks at the "origin" (x+=0,y+=ymin) while the pv co- 

herence peaks at y+ «125. Wall pressure fluctuations at x+=0 are associated with 

both near wall fluctuations in u and fluctuations in v at a finite y distance. Near 

wall ejections measured by numerous investigators exhibit this type of u behavior. 

In fact, recent investigations [52] use streamwise shear stress as a detection criteria 

for capturing small scale, turbulent production events. 

Small scale (filter 3) activities were shown in Chapter 4 to have a significantly 

smaller spatial extent than the large scale filter 2 or filter 1 activities. The pu 

and pv coherence contours for the filter 3 band displayed in figure 5.4a and 5.4b 

are consistent with those findings. Although the resolution of the measurement 

grid is nearly too large to resolve these scales, the same general patterns within the 

boundary layer shown in the filter 1 and filter 2 coherence contours are reproduced in 

the high frequency data. The dominance of pv as well as the convection/inclination 

effects are clearly demonstrated, although, the flatness of the contours, and hence 
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Figure 5.4: Filter 3 pressure-velocity coherence contours in the streamwise measure- 
ment grid 

the mean inclination angle of the structures is less than that of the larger scales. 

In addition, the orientation of the pu and pv contour peaks are consistent with 

the larger scales showing a correlation between wall pressure fluctuations and near 

wall streamwise velocity fluctuations. The peak in Tpv appears to be approximately 

y+ ss 50. 

Cross-Correlation Results 

The cross-correlation function between wall pressure and velocity has been used 

by many investigators to study the turbulent sources of wall pressure fluctuations 

[24, 30, 39, 46, 55]. This function complements the cross-spectral analysis since it 

incorporates the coherence and phase information at all frequencies when applied to 

unfiltered time records. The ensemble averaged cross-correlation functions between 

wall pressure and velocity, .RpU(
T) and ^(r)- were computed at each pressure- 

velocity station in the streamwise measurement grid. X-Y contours of the value of 

these functions at five separate time delays were assembled into consecutive plots 

to illustrate the time history of these functions throughout the flow field.   Since 
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Figure 5.5: Sample time delays at which correlation contours are computed 

the contours are constructed at single time delays, they represent a "snapshot" of 

the average eddy structure throughout the boundary layer that contributes to the 

fluctuating wall pressure [46]. 

The time delays at which the correlation contours were computed were based on 

the location of the peaks and axis crossings in the wall pressure cross-correlation 

functions (see Chapter 4). Therefore, the values of these time delays are different 

for each filter. Figure 5.5 illustrates how the points (rx to r5) were chosen from the 

cross-correlation function, RpP(r), for an adjacent streamwise transducer pair. The 

reference point of maximum correlation was shifted to r = 0 and the other times were 

equidistant from the center. This method of flow visualization was recently applied 

to a step flow by Hijikata, et al,[19] who successfully illustrated the separation and 

reattachment of the boundary layer. 

The contours of RpU(T) and i2p„(r) evaluated at TX through r5 are shown in figures 

5.6 through 5.9 for the time records using filters 0,1,2 and 3 respectively. The solid 
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line denotes positive correlation while the dashed line denotes negative correlation. 

By comparing the results from these filtered time records, a wealth of information 

about the time averaged pressure producing structures is obtained. 

The correlation contours of RpU and RpV for the filter 0 (unfiltered) time 

records are shown in figure 5.6. The RpU results at r=0 are consistent with the 

results of Snarski and Leuptow [46] for measurements on a cylindrical boundary layer. 

The appearance of these data has been slightly enhanced using a running average, 

smoothing algorithm. As with the low frequency (filter 1) coherence contours, the 

unfiltered correlation functions show both the large irrotational structures and the 

inclined '6 -scale' structures within the boundary layer. These two scales appear to 

dominate the unfiltered correlation results. 

The behavior of RpU and RpV in the intermittent region of the boundary layer is 

also consistent with the coherence functions, i.e., Rpu goes to zero while RpV remains 

strong. This behavior also seen by Kobashi k Ichijo [30], is believed to be indicative 

of the strong relationship between fluctuating v and wall pressure. Drawing a line 

from (0,0) through the center of the RJ,U(T = 0) contours it can be shown that 

the irrotational structures are inclined at approximately 45-degrees while the 5-scale 

structures in the boundary layer are inclined at approximately 20-degrees from the 

wall. 20-degree inclination angles have been observed by Snarski & Leuptow [46] 

as well as others [29, 50] and have been attributed to near-wall shear layers and 

large scale "backs" (see section 1.2.1). The 45-degree inclination of the irrotational 

motions has also been observed by investigators using other analysis techniques. 

Understanding the phase information in the correlation contours is critical to 

interpreting these figures. In figure 5.6a, for example, regions of negative Rpu indicate 

a correlation between positive pressure at x+ =0 and negative streamwise velocity 

and vice versa for negative pressures.   By examining both Rpu and RpV at r=0, 
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Figure 5.6: Streamwise filter 0 pressure-velocity correlation contours at selected time 
delays 
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one may infer a 5-scale structure comprised of a large negative u and positive v, 

i.e., a Q2 or ejection type event to be associated with positive wall pressure. And 

in the downstream wake of this structure (r+=28.12), one sees a 5-scale sweep or 

Q4 type event. It can also be seen in figure 5.6 that RpU and RpV for the 5-scale 

motion are nominally 180-degrees out of phase, which is consistent with Reynolds 

stress activity. RpU and RpV for the irrotational motions are nominally 90-degrees 

out of phase, characteristic of two-dimensional flow over a wavy wall, a model for 

irrotational flow verified by Panton [39] who observed the same pressure velocity 

phase relationships. These phase relationships suggest that while the tf-scale motions 

and the irrotational motions may coexist in the same flow field, their statistical 

correlation is weak and they are most likely seen together in the correlation contours 

because of their common wall pressure signatures. This finding supports the original 

conjecture derived from the coherence contours. 

When the pressure and velocity signals are decomposed into large and small 

scales using filters 1, 2, and 3, the resulting correlation functions contain features 

not visible in the unfiltered (filter 0) data. Figure 5.7 shows the Rpu and Rpv con- 

tours for filter 1 time records. The most noteworthy feature of these curves is 

the similarity to the unfiltered data in figure 5.6. For example, the pressure-velocity 

phase relationship of the irrotational and 5-scale motions observed in figure 5.6 for 

the unfiltered data are reproduced in figure 5.7 for the filter 1 data, as are the incli- 

nation angles of the two structures. This suggests that the turbulent scales isolated 

by filter 1 dominate the unfiltered pressure-velocity correlation results and may mask 

the near wall, small scale production activity. Therefore, previous investigators who 

have studied turbulent boundary layer structures and wall pressure sources using 

pressure-velocity correlation techniques may in fact only be seeing the very large 

scale irrotational motions (in unbounded flows) and the 6 -scale motions within the 
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boundary layer. 

By removing the irrotational motions from the turbulent signals, the near-wall 

structures are more clearly revealed. Figure 5.8 shows RpU and RpV contours for the 

filter 2 time records. These contours reveal convecting coherent motions that have 

vertical scales of approximately 0.85 (defined by the RpV extent) and a streamwise 

extent larger than the length of the measurement grid. Also, consistent with the 

filter 2 coherence contours, there is little correlation between motions of this scale 

in the irrotational flow and wall pressure. In addition, the vertical extent of the pv 

correlations are more than twice that of the pu correlations. 

The streamwise inclination of the correlation contours seen in the near wall re- 

gion for the unfiltered as well as filter 1 data is also evident in the smaller scale 

filter 2 structures. However, some important distinctions should be noted. The 

filter 2 structures, shown by the r=0 negative contour, are less inclined than the 

filter 1 scales. Furthermore, the inclination of the filter 2 scale structures appears 

to increase slightly as they convect. This trend is observed in both the RpU and RpV 

contours. The 180-degree phase relationship between RpU and RpV is again indica- 

tive of Reynolds stress activity. The alignment of the positive and negative pu and 

pv contours indicates the same lift-up or ejection motions associated with positive 

pressure at x+=0. In general, these data show that the mean pressure producing 

turbulent structures of this scale are nominally 0.55 to 0.85 in vertical extent, con- 

tain at least two vortical components (4 contours) and become more inclined as they 

convect. They tend also to remain well correlated as they convect the length of the 

measurement grid (~ 1.55). 

Finally, the correlation contours for filter 3 time records are shown in figure 

5.9. Due to the small streamwise scale of these structures, these data were not 

smoothed in the ^-direction. Nonetheless, the streamwise scale of these structures 
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is nearly too small to resolve with the transducers used. However, the sign change 

between RpU and RpV contours with streamwise distance, though it occurs within 

the diameter of one transducer, suggests that the mean streamwise characteristics of 

these structures is being captured. Some of the features of the filter 2 structures are 

evident in these data. These features include the dominance of the pv correlation seen 

in the vertical extent of the contours, and the 180-degree phase shift between RpU 

and RpV contours. These contours also indicate as many as three vortical structures 

(6 contours) in the streamwise direction. 

Other features unique to the filter 3 pressure-velocity contours are more subtle 

and require careful examination. One feature is the inclination angle of the struc- 

tures. One could argue, based on the r =0, RpU contour, that the structures are 

distorted by the mean flow, having no inclination up to y+=100 and becoming more 

inclined as y+ increases to 200. This feature is very subtle and the pv correlation 

contours show no measurable inclination. 

The second feature unique to the filter 3 pu correlation contours is the phase 

reversal within the vertical extent of the structure. These smaller contours above 

y+=100 would be consistent with secondary motions associated with the near-wall 

ejection/sweep type motions that are responsible for wall pressure fluctuations at 

these frequencies. The fact that these secondary flow effects are not evident in the 

RpV contours could be due to the resolution of the array but is more likely an artifact 

of the strong pv correlation that exists throughout the flow field. 

5.1.2     Spanwise Analysis 

The last set of measurements performed in this investigation was the simultaneous 

wall pressure and flow field measurements utilizing the spanwise array. This experi- 

ment consisted of three boundary layer surveys to one side of the transducer array 
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Figure 5.10: Filter 1 pressure-velocity coherence contours in the spanwise measure- 
ment grid 

such that the total measurement plane measured 3000 x 1000 viscous units in an 

18x30 rectangular grid. Cross-spectral and cross-correlation measurements made at 

each pressure-velocity station within the spanwise grid are presented in this section. 

Cross-Spectral Analysis 

Contours of mean pu and pv coherence in the frequency bands of filters 1,2, and 3 are 

shown in figures 5.10, 5.11, and 5.12 respectively. Many of the global features shown 

by the coherence contours in the spanwise measurement grid are consistent with 

those shown in the streamwise data. However, some of the more detailed features of 

the organized motions are visible in the spanwise coherence and correlation data. 

The very large scale structures (irrotational and near-wall 5-scale) are depicted 

in contours in figure 5.10 for the filter 1 band. These results strongly confirm the 

findings of the streamwise coherence contours in figure 5.2. In fact, the relative scales 
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of the irrotational versus the near wall structures is more evident when viewed in the 

spanwise plane. The irrotational motions appear to have a vertical coherent extent 

of as much as 35 and a comparable spanwise extent. The flattening of the contours 

due to inclination and convection are not present in these data and the structures 

appear to be spanwise symmetrical. The near wall structures isolated by filter 1 have 

a spanwise extent (as measured by Tpu) of only 300 to 400 viscous wall units (~ 0.36). 

The discrimination of near-wall and irrotational motions in the pv coherence contours 

is obscured by the strong correlation between v and p which causes the contours to 

overlap. There are however, two distinct coherence peaks (near-wall and irrotational) 

in both Fpu and Tpv. The near wall Tpv peak is at a higher y+ location than the 

Tpu peak. This is consistent with the streamwise contours and indicates that the 

mean structure responsible for fluctuating wall pressure is characterized by near wall 

shear stress and large v components at a finite distance above the wall, i.e., Reynolds 

stress activity. 

The apparent secondary flow structure seen in the near wall Tpu contours is 

evidence that the <5-scale near wall structures in the filter 1 frequency band contain 

secondary flow effects. However, the pv coherence contours do not indicate the 

secondary flow. This behavior is currently unexplained. 

In general, the spanwise filter 1 coherence contours confirm the idea that two 

dominant pressure producing turbulent scales exist within the frequency band of 

filter 1. These structures, the irrotational (35) and the near-wall 5-scale motions 

coexist in the turbulent boundary layer. The low frequency double hump in the 

near wall velocity spectra in figure 2.10 occur at approximately 100 Hz and 300 Hz, 

consistent with the presence of two dominant scales in the filter 1 frequency band. 

The wall pressure signatures of these structures are similar enough so as to reveal 

them both in the pressure-velocity coherence contours. 
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Figure 5.11: Filter 2 pressure-velocity coherence contours in the spanwise measure- 
ment grid 

Coherence contours for the filter 2 band are shown in figure 5.11. The global 

features of these data are consistent with the streamwise contours in figure 5.3. While 

Tpu peaks at the wall (or the closest measurement station to the wall), Fpv peaks at 

approximately y+ K 150. Also, the dominance of the pv correlation is evident in the 

large vertical extent of the pv contours. The filter 2 coherence contours do not show 

measurable secondary flow effects like the filter 1 data, however, the bulge in the 

Tpu = 0.1 contour below y+ « 100 may be evidence of some secondary structure in 

that region. The most noteworthy difference in the filter 1 and filter 2 Tpu shapes is 

the behavior below y+ « 100. Where the filter 1 contours neck down in this region, 

the filter 2 contours expand with decreasing y+. This could also be an artifact of 

a small scale secondary flow, too small to accurately resolve with the measurement 

grid. 

Finally, the high frequency pu and pv coherence contours for the filter 3 band 

are given in figures 5.12a and b. Along with the lower overall coherence levels and 

the small spatial extent, these data are consistent with the streamwise contours in 

figure 5.4. The peak in Tpv occurs at y+ « 50 and Tpu peaks nearer or at the wall. 
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Figure 5.12: Filter 3 pressure-velocity coherence contours in the spanwise measure- 

ment grid 

No measurable secondary flow effects are visible other than the slight bulge in the 

near wall (y+ < 50) contours. This behavior is very subtle and is not yet considered 

reliable evidence of secondary flow effects. 

The spanwise coherence contours are in general agreement with the streamwise 

coherence contours and confirm the multi-layer, multi-scale structure of the tur- 

bulent boundary layer. The measured spanwise extent relative to the streamwise 

extent of the pressure producing structures illustrates the streamwise alignment and 

convection effects of the large and small scale turbulent structures. 

Cross-Correlation Results 

Figure 5.13 shows the spanwise contours of RpU and RpV for filter 0 (unfiltered) 

time records. These results are presented at the same time delays as the data 

for the streamwise contours in figure 5.6. The multi-layer features (irrotational and 

near-wall structures) of these data are consistent with the spanwise filter 1 coher- 

ence contours (figure 5.10) as well as the streamwise filter 0 and filter 1 correlation 

contours. Furthermore, the near-wall spanwise contours displayed at z+ = 0 are con- 
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sistent with the streamwise contours at x+=0 contours in figure 5.6. These curves 

may then be considered spanwise 'snapshots' of the convecting structures shown in 

figure 5.6. However, these 'snapshots' do not indicate streamwise vorticity, and their 

interpretation will be strictly qualitative. 

The weak near-wall secondary flows identified in the spanwise pu coherence con- 

tours previously shown in figure 5.10 can be seen in the RpU contours in figure 5.13a. 

It should be noted that these are streamwise counter flows, or regions in which u 

changes sign from the primary contour. They do not necessarily indicate a sec- 

ondary, streamwise oriented vortical structure. In fact, these secondary flows do not 

appear to be associated with a v component strong enough to be seen in the RpV 

contours of figure 5.13b. However, they could be obscured by the strong pu correla- 

tion throughout the flow field. By comparing the streamwise unfiltered correlations 

in figure 5.6a with the spanwise unfiltered correlations in figure 5.13a, it appears 

that the secondary flow contours are most visible when the peaks of the near-wall, 

streamwise pu correlation contours are located at approximately x+=0, i.e., when 

the strongest RpU level (streamwise velocity fluctuation) occurs directly above the 

reference transducer (at r+ ~-12 and +12). 

By comparing the signs of the near-wall contours in figures 5.13a and b, it is 

possible to track the orientation of the velocity field as these structures convect 

downstream. The sequence at the five time delays shown in figure 5.13, in terms 

of the quadrant method (discussed in Chapter 1) is Q2-Q2-Q1-Q4-Q4. This se- 

quence indicates that these motions are Reynolds stress producing structures. It is 

possible that the counter flows seen in the RpU contours are part of the composite 

ejection/sweep process. The Q2-Q1-Q4 quadrant motion was shown by Nagano and 

Tagawa [35] to be one of the dominant contributors to Reynolds stresses in the near 

wall boundary layer. In suppport of this observation, Jayasundera, Casarella, and 
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Figure 5.13:  Streamwise filter 0 pressure-velocity correlation contours at selected 
time delays 
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Russell [22] demonstrated that the Q2-Q1-Q4 trajectory is the dominant contributor 

to RMS wall pressure across the entire boundary layer. 

Contours of RpU and RpV for the filter 1 time records are shown in figure 5.14a 

and b. As with the streamwise correlation contours, these data strongly resemble the 

unfiltered results in figure 5.13. The r=0, RpU contours show the near wall secondary 

flow slightly better, as do the non-zero time delay contours. The RpV contours still 

fail to show the secondary flow effects and have, in fact, lost some of the near 

wall structural features present in the unfiltered data. This is consistent with the 

behavior of the streamwise RpV contours when subject to filter 1; the discrimination 

between irrotational and near-wall structures becomes more difficult as the contour 

lines begin to overlap. 

The quadrant sequence of the near wall structures is identical to that for the 

unfiltered data (Q2-Q2-Q1-Q4-Q4) despite the larger time delays at which the con- 

tours are computed. This result suggests that the values of r chosen, based on peaks 

and axis crossings in RpP, may be characteristic times in the ejection/sweep cycle of 

large and small scale motions. Further evidence of this finding is contained in the 

high frequency data. 

Spanwise pressure-velocity correlation contours of the filter 2 time records 

are shown in figure 5.15. As with the filter 0 and filter 1 data, the small scale, 

near-wall secondary flows seen in the RpU contours do not appear to be coupled with 

a strong enough v component to show up in the RpV contours. And like the large 

scale structures seen in the filter 0 and filter 1 contours, the secondary flows are 

most visible when the peak near-wall correlation in figure 5.8a is centered above the 

transducer at x+=0, i.e., in a region of strong streamwise velocity (r+=-8 and +15 in 

figure 5.8). The quadrant sequence of the primary contours in the filter 2 correlations 

are also identical to the near wall filter 0 and filter 1 structures (Q2-Q2-Q1-Q4-Q4). 
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Figure 5.14:  Streamwise filter 1 pressure-velocity correlation contours at selected 
time delays 

127^ 



1 —1 ' '—\ 

\ 
l\ ,, - / 

1 

1 
K 

y     .               ^_ 

< 

1 
,    1 1 II.         < 

in N 

00 

II + 
13 
CO 

y 
- 

1 \ ,, 
> 
- \ !   1 

<■ ^   // 
\ N ^ s . JiaP* 

o o 
in 

"""~ 
*\ 

1  \ 
"^      ~—  ■— J       \ 

^-  -*      V 
I    -=- -^__ 1   , - ^ 

\ s ,    I  yy^ 

o 
in 

+ 
N 

+ 
CO 

/ ^ 
7      \ „ 

•^         .         .       .... J_ 1 
o o 
IS) 

00 

i 
ii + 

CO 

r=—— V x 

-- \ HI 
■ /A 

/ 

./<?.* 

o o 
in 

o o o 
CO 

13 
Q. 

10" 

O 
O 
LD 
CM 

O        O O 
O        O O 
O        LO O 
CM        i- i- 

+A 

o o 
in 

> 
Q. 

EC 

o     o     o     o o     o o     o     o     o o     o o     m     o     in o     in 
CO        CM        CM        T- i- 

+A 

Figure 5.15:  Streamwise filter 2 pressure-velocity correlation contours at selected 
time delays 

128 



This result confirms that the the values of r chosen may be characteristic in the 

ejection/sweep cycle of the large and small scale structures. These data also support 

the argument that the spanwise secondary motions are strongest at periods of large 

streamwise velocity (shear stress) in the ejection/sweep cycle. 

The high frequency spanwise correlation contours for the filter 3 time records 

are shown in figure 5.16. As with the streamwise correlations, these data have 

not been smoothed in the Z-direction. The phase relationships of these scales are 

more difficult to observe but are still visible in the data and are consistent with the 

general trends shown by the filter 1 and 2 contours. The spanwise secondary flows 

are most visible at times when the streamwise contours exhibit strong streamwise 

activity (peak RpU). Furthermore, the secondary motions seen above the near-wall 

structures in the streamwise RpU contours are also seen in these data. These data 

also support the findings from the filter 2 data that these secondary motions occur 

at times of large near wall streamwise shear stress. (r+=0 and 6.2 in figures 5.9 and 

5.16). Finally, the quadrant sequence of the primary filter 3 contours at the given 

time delays (Q3-Q2-Q2-Q1-Q4) is consistent with the results of filters 0, 1, and 2, 

indicating the expected correlation between high frequency wall pressure fluctuations 

and near wall Reynolds stress activities. 

In summary, by collectively examining the cross-spectral and cross-correlation 

measurements between filtered pressure and velocity signals in both the streamwise 

and spanwise grids, important characteristics of the pressure producing turbulent 

structures have been elucidated. In addition to the spatial extent of the observed 

structures isolated by filters 1, 2, and 3, the phase relationships between turbulent 

components of these structures and the wall pressure were determined. The inner 

layer flow structure appears to be a composite of filter 2 and filter 3 signals which 

exhibits a common dynamical behavior consisting of ejection/sweep type motions. 
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Figure 5.16:  Streamwise filter 3 pressure-velocity correlation contours at selected 
time delays 
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The coherence and correlation results also confirm the inclination and convective 

features of the large and small scale structures observed by other investigators. On 

the other hand, it could be argued from these data that the behavior of the small 

scale (y+ <200) near-wall turbulent production activity, cited by most investigators 

as the dominant source of Reynolds stresses in a turbulent boundary layer, can only 

be revealed from pressure-velocity correlation measurements by filtering out the large 

scale, irrotational motions which would otherwise dominate the results. 

Finally, the visual display format allowed by the pressure-velocity correlation 

contours was able to identify secondary flow structures associated with the large 

and small scale ejection/sweep type motions, particularly during periods of strong 

streamwise near-wall shear stress. The conditional sampling results to be presented 

will further illustrate features of the flow structures inferred from the pressure- 

velocity correlation results. 

5.2    Conditional Sampling Results 

At every pressure-velocity station in the streamwise measurement grid, wall pressure 

and the u and v components of velocity were simultaneously sampled for 10 sec- 

onds. The cross-spectral and cross-correlation computations between each pressure- 

velocity pair were presented in the previous section. Those correlation results suc- 

cessfully defined the spatial extent of the pressure producing turbulent structures 

and provided important phase information which allowed inferences to be made 

about the dynamics of these structures. Another technique for visualizing the flow 

field associated with wall pressure events is to conditionally sample the velocity field 

based on the detection of wall pressure events and then ensemble average the results. 

In Chapters 3 and 4, the complexity of conditional sampling was discussed in 

detail. The sensitivity of the results to the detection criteria as well as the added 
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complexity of filtering are a few of the factors to be considered when interpreting 

conditional sampling results. Up to this point, only wall pressure signals have been 

sampled and averaged. Now, by sampling the flow field (u,v) on wall pressure 

events, several more variations have been added to the already complex nature of 

this technique. In addition to the detection criteria and filtering issues, there are now 

different methods of presentation to choose from, each of which must be carefully 

interpreted. 

Two basic techniques for flow field visualization will be used. The first technique 

utilizes the entire array of transducers to produce a database of pressure and velocity 

time records in the streamwise measurement grid. At each station in the streamwise 

measurement grid, the velocity vectors (u and v) are sampled at times corresponding 

to large amplitude wall pressure events (k = ±2) at location (x+,y+)=(0,0). The 

velocity samples are then ensemble averaged. Vector or 'quiver' plots of the average 

velocities are then plotted in a map in which the quivers are physically located at 

the measurement position (a~+, y+) relative to the fixed reference pressure transducer. 

Quiver plots presented in this fashion will be hereinafter referred to as conditionally 

averaged 'maps' of the flow field. This technique will be heavily relied upon since it 

provides what is thought to be the most realistic depiction of the flow field associated 

with large amplitude wall pressure events. 

The second technique for presenting conditionally sampled velocity data is that 

pioneered by Kammeyer [25] using a single pressure transducer and a single veloc- 

ity (u, v) survey. For this technique, in which the ensemble averaged velocity time 

records are played back, an effective streamwise (x) axis is computed from an as- 

sumed convection velocity {x+ = U+t+). The average velocity time record from 

each y location in the survey is then vector plotted at that y location. The "Taylor 

plots" created using this method are based on an assumption of a frozen, convecting 
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Table 5.2: Conditionally Averaged Flow Field Data to be Presented 
Wall Pressure Events 
Filter 0 (k=±2) 
Filter 1 (k=±2) 
Filter 2 (k=±2) 
Filter 3 (k=±2) 

Cond. Avg. (u,v) 
Filter 0 
Filter 0, Filter 1 
Filter 0, Filter 2, Filter 3 
Filter 0, Filter 3 

flow field which changes negligibly in the time window viewed. While this technique 

is not as well based as the flow field maps, it has the distinct advantage of an es- 

sentially unlimited streamwise resolution, limited only by the sample time (1//,). 

This improved resolution will prove to to have an advantage in visualizing the small 

scale, near-wall, filter 3 flow structures. 

The conditional sampling results given in this chapter are based on a common 

set of wall pressure event detection criteria: large amplitude, positive and negative 

{k - ±2) peak events. These peak events were detected in unfiltered (filter 0) as well 

as filter 1, 2, and 3 wall pressure time records. In addition, the u and v time records 

subject to the same filtering were ensemble averaged at peak pressure detection 

times. Table 5.2 summarizes the ensemble averaged velocity data to be presented 

and discussed in this section. It will be shown that the features of the ensemble 

averaged flow field associated with wall pressure events are highly dependent the 

filtering applied to the flow field (u and v). 

Many variations of pressure and velocity filtering were tested but are too numerous 

to include in this document. The data to be presented are believed to best illustrate 

the relationships between wall pressure and velocity, as well as relationships between 

different turbulent scales. 

A final issue for the presentation of these results is the manner in which the 

quivers are scaled in the figures. One choice is to scale the length of the vectors 

by their absolute magnitude (m/s).  This method is the most realistic but has an 
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important drawback. The near wall velocity excursions associated with large am- 

plitude wall pressure events tend to be more violent than the velocity excursions in 

the outer and irrotational flow regions. So by uniformly scaling the velocity vectors, 

the irrotational motions are not seen. The second choice is to scale the length of the 

vectors by their RMS value at each y location. The irrotational motions as well as 

the near-wall structures are then both clearly visible in the flow map. To illustrate 

the entire extent of the large and small scale motions, the second method will be 

used exclusively. 

5.2.1    Flow Field Mapping Results 

The four conditionally averaged maps in figure 5.17 show the unfiltered (filter 0) 

average flow field conditionally sampled on filter 0 and filter 1, for both positive 

and negative peak wall pressure events. It should be noted that the detection 

of peak wall pressure events occur at location (x+,y+) = (0,0), therefore, the flow 

field maps depicted in this section illustrate the behavior of u and v downstream of 

a peak wall pressure event. 

As seen in figures 5.17a and b, the RMS normalization of u and v at each y 

location enables both the induced irrotational and near wall motions associated with 

positive wall pressure events to be displayed in the same figure. In fact, by inflating 

the size of the outer and irrotational flow quivers (regions of low u'rms and v'rms), the 

near wall and irrotational motions begin to appear as parts of a single structure. This 

effect is even more dramatic in figures 5.17c and d where the flow field is strictly 

sampled on the filter 1 wall pressure events. This effect should be considered an 

illusion, and the irrotational and near wall motions only appear together in these 

data due only to their similar wall pressure signatures. 

Figures 5.17b and 5.17d are the unfiltered flow fields associated with filter 0 and 
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Figure 5.17: Unfiltered average flow field conditionally sampled on filter 0 and filter 
1 positive and negative peak wall pressure events 
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filter 1 negative wall pressure events, respectively. As discussed in Chapter 4, peak 

events, in any wall pressure time record, tend to occur in groups, or at least pairs of 

positive and negative peaks. For this reason, the flow fields associated with positive 

and negative wall pressure peaks are shown side by side in these figures so that a 

composite picture of an entire flow structure can be inferred. 

Outside the boundary layer, the unfiltered flow fields conditionally averaged on 

unfiltered wall pressure events (figures 5.17a and b), and low frequency (filter 1) 

pressure events (figures 5.17c and d) are nearly identical. At x=0, positive peak 

pressure appears to follow a region of strong positive upward velocity while negative 

peak pressures appear to follow strong inward flow. By sampling exclusively on large 

scale events, the consistency of the vector lengths and directions in figure 5.17c and d 

appear more uniform or organized. Recall from table 3.2 that there are typically 

10 times as many large amplitude wall pressure events detected in the filter 0 time 

records than in the filter 1 time records. In other words, by averaging the velocity 

signals over 1/10 as many, scale biased (filter 1) events, the unfiltered flow field 

retains its dominant features and appears " cleaner". 

The near-wall motions depicted for the positive and negative peak events in 

figures 5.17a and b are similar in their basic structure. The most significant difference 

is the behavior near x+=0, where the positive pressure event shows an ejection, and 

the negative pressure event shows a sweep. Downstream of the sweep in figure 

5.17b there appears to be an extended region of negative shear stress, coupled with 

an ejection type motion. In other words, the unfiltered flow field downstream of 

a negative wall pressure peak is characterized by ejection and sweep type motions 

when combined appears like an inclined shear layer. One could argue that the flow 

field associated with a positive peak event in figure 5.17a is a phase shifted duplicate 

of figure 5.17b, i.e., we are seeing snapshots of the same structure at two different 
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times. The same general features are shown in figures 5.17c and d, however, the 

near wall motions are more difficult to discriminate from the irrotational motions. 

The four conditionally averaged maps in figure 5.18 show the filter 0 (unfil- 

tered) average flow field conditionally sampled on filter 2 and filter 3, for both 

positive and negative peak wall pressure events. When the unfiltered flow field is 

conditionally averaged on filter 2 wall pressure events, the irrotational motions no 

longer appear as organized vector fields in the flow field maps. This is further con- 

firmation that the near-wall filter 2 scale structures are not directly correlated with 

irrotational scales. For this reason, only the boundary layer regions {y+ < 1000) are 

shown in these figures. The flow field associated with filter 2 wall pressures shown in 

figures 5.18a and b resembles the near wall structures in the unfiltered maps shown 

in figures 5.17a and b, however, the spatial extent of the organized vector fields is 

slightly reduced. The positive pressure event is again characterized by the reverse 

flow and ejection motion, whereas the negative pressure event is characterized by a 

sweep, which happens to follow a negative shear stress and ejection motion. The 

coupling of the positive and negative peaks as components of the total footprint of 

large scale ejection/sweep type motions is clearly demonstrated in these data. 

The results presented earlier in Chapter 4 indicated a correlation between high 

frequency (filter 3) clusters of wall pressure activity and larger scale (filter 2) peak 

events. The maps in figures 5.18c and d similarly illustrate a relationship between 

large and small scale structures. In these figures, the unfiltered flow field is condition- 

ally averaged on filter 3, positive and negative wall pressure events. Two important 

features should be noted. The first is the familiar large scale, near-wall shear stress 

region which extends far beyond the streamwise extent of the plots (out to at least 

x+ «1800). The large scale sweep of fluid, coupled with the near wall shear stress 

region combine to form an inclined shear layer across the boundary layer. This large 
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Figure 5.18: Unfiltered average flow field conditionally sampled on filter 2 and filter 
3 positive and negative peak wall pressure events 
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scale shear layer, by virtue of its strong presence in these data, is correlated with 

high frequency (filter 3) wall pressure activity. 

The second observation is of activity in the near-wall region (y+ <100 and 

x+ <200). Upon close examination of figures 5.18c and d in this region, the near wall 

turbulent structure associated with the filter 3 wall pressure event is visible. The first 

two x locations of velocity vectors in figure 5.18c indicate a small ejection (Q2) and 

sweep (Q4), respectively. Since the scale of these structures are on the order of the 

transducer spacing, their detailed shape is not clear, however, they clearly contain 

Q2 and Q4 motions. The flow field associated with a negative pressure event shown 

in figure 5.18d contains further evidence of the small scale structure at x+ ^200. In 

this figure, the rotational motion of the structure is weakly visible. It appears as 

though the small scale structure rotates clockwise as it is swept along by the large 

scale shear layer. The resemblance between figures 5.18c and d is again strong, and 

the}- appear only to differ by a finite phase shift. Though the small scale activity 

may have a larger vertical and streamwise extent than is indicated in figures 5.18c 

and d, the dominance of the large scale shear layer in these data appears to have a 

masking effect. By removing the large scale component of the velocity signals, it is 

hoped that a more refined image of these near wall structures will be revealed. 

The velocity data presented in figure 5.19 are subject to the same filtering as 

the wall pressure on which their sampling was based. Figures 5.19a and b show 

the filter2 average flow field conditionally sampled on filter 2, positive and 

negative, peak wall pressure events; while figures 5.19c and d show the filter 3 

average flow field conditionally sampled on filter 3, positive and negative, peak 

wall pressure events. It should be noted that the filter 1 flow field conditionally 

averaged on filter 1 events is almost identical to the unfiltered flow fields shown in 

figures 5.17c and d and is therefore not presented. 
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Figure 5.19: Filter 2 and filter 3 average flow fields conditionally sampled on positive 
and negative peak wall pressure events 
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The filter 2 flow structures are nominally consistent with the unfiltered flow re- 

sults in figures 5.18a and b. However, the filtered flow field reveals a more organized, 

inclined structure, exhibiting the same ejection type motion. It also exhibits a near- 

wall "splat" feature at x+ «400 for the positive peak pressure detection in figure 

5.19a. This splat motion, introduced in Chapter 1, appears to be a component of 

the ejection/sweep process for structures of filter 2 scale. The splat motion observed 

by other investigators is most likely the near wall component of any large or small 

sweep type motion. 

The average flow field downstream of filter 2 negative wall pressure events, de- 

picted in figure 5.19b, contains the characteristic sweep motion above the reference 

transducer. This is followed downstream by an ejection which occurs upstream of 

a region of strong near wall negative shear stress. These motions combine to form 

an inclined shear layer similar to that seen in the filter 0 flow fields. It should also 

be noted that by subjecting both the flow field (ti, v) and wall pressure signal to 

filter 2, the conditional sampling results shown in figure 5.19 are consistent with the 

pressure-velocity correlation contours in figure 5.8. 

For the unfiltered flow results in figures 5.18c and d, small scale near wall ejec- 

tion/sweep motions associated with high frequency wall pressure fluctuations were 

shown to be associated with the passage of larger scale motions. By removing the 

larger scales from the velocity signals, a clearer image of the small scale motions is 

revealed. This is illustrated in figures 5.19c and d. The average filter 3 flow field 

associated with a positive peak pressure consists of a strong Q2 ejection directly 

above the transducer and a simultaneous Q4 sweep of fluid at the next transducer 

(100 viscous units downstream). There is weak evidence of organized activity up 

to 400 viscous units downstream. Similarly, the negative wall pressure event con- 

sists of a sweep and ejection motion in the opposite order.  For example, a closer 

141 



examination of the near-wall region (y+ <200) shows evidence of the small scale, 

rolling structure, however, since the large scale shear layer has been stripped away, 

the rolling structures appears larger, possibly 200 viscous units in diameter. 

Since filter 3 peak events were shown to occur in clusters, one would expect to see 

a multitude of ejections and sweeps in figures 5.19c and d. These data do indicate 

the presence of additional near-wall organized activity, however, the resolution of the 

measurement grid, combined with the short correlation lengths of these scales, make 

it difficult to map ^he entire cluster of activity. An alternative method is needed to 

view the near wall turbulent activity with greater resolution. This is the primary 

motivation for utilizing the Taylor method presented in the next section. 

5.2.2    Flow Field Visualization Using Taylor's Assumption 

The "Taylor" method described earlier was employed for two basic purposes: to 

qualify the results from the flow field mapping technique and to provide better res- 

olution of the small scale turbulent motions associated with mid and high frequency 

(filters 2 and 3) wall pressure activity. It will be shown that the higher spatial reso- 

lution of this method compliments the flow field mapping technique and verifies the 

wall pressure signatures of the small scale motions. The correlation between small 

scale, near-wall (filter 3) turbulent activity and larger scale (filter 2) motions is also 

demonstrated. 

In the previous section, comparisons were made between the filtered and unfil- 

tered flow fields associated with various wall pressure events. These comparisons 

demonstrated the advantage of viewing conditionally averaged velocity signals sub- 

ject to the same filtering as the pressure signal on which event detection is based. 

On the other hand, by viewing the unfiltered flow field, the correlation between large 

and small scale turbulent motions could be observed.  For these reasons, both the 
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unflltered and filtered flow fields will be shown in this section using the "Taylor" 

method. The spatial regions to be depicted will be restricted to the near-wall and 

log-law regions (y+ < 600). It should be also noted when observing the Taylor plots 

that the flow field upstream and downstream of the reference pressure transducer 

will be displayed. 

The two flow fields shown in figure 5.20 are a Taylor plot of the filter 0 (unfll- 

tered) and filter 2 average flow field conditionally sampled on filter 2, positive 

(k=+2), peak wall pressure events. The ensemble averaged filter 2 wall pressure 

signature is shown at the bottom of the figure. The general features of the down- 

stream unflltered and filter 2 flow fields (x+ > 0) in these figures are consistent with 

the equivalent flow maps in figures 5.18a and 5.19a. This observation confirms that 

the turbulent motions isolated by filter 2 remain generally intact as they convect the 

span of the streamwise array. Furthermore, by viewing the filtered flow field with 

the enhanced streamwise resolution of this method, the rotational features of these 

structures is revealed, as are the rotating secondary motions upstream and down- 

stream of the primary structure. In other words, rather than the large scale, inclined 

shear layer as this motion appears in the unflltered flow field, by filtering, the vor- 

tical characteristics of these structures are revealed. The backs of these structures 

are believed to comprise the shear layers described by Kline [29]. 

Relative to the pressure signatures, the ensemble averaged flow fields shown in 

these figures exhibit the same features previously observed in the flow field maps of 

positive and negative wall pressure events. The temporal increases in pressure are 

associated by ejection motions, while a drop in pressure signifies an inrush or sweep 

of fluid toward the wall. As previously proposed, these motions may be associated 

with the passage of counter rotating vortical structures, or alternatively, the vortical 

structures are a product of the mean flow interaction with the ejection/sweep process. 
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Figure 5.20: Taylor plot of unfiltered and filter 2 flow fields conditionally sampled 
on filter 2 positive peak wall pressure events 
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The mechanism which initiates these structures cannot be determined from the data 

and is clearly beyond the scope of this investigation. 

The advantage of the enhanced streamwise resolution from Taylor plots is best 

illustrated by viewing the flow field associated with high frequency (filter 3) wall 

pressure events. The two flow fields shown in figure 5.21 are the filter 0 and fil- 

ter 3 averaged flow field conditionally sampled on filter 3, positive, peak wall 

pressure events. The ensemble averaged wall pressure signature of the event is 

shown at the bottom of the figure. The ensemble averaged unfiltered flow field in 

figure 5.21 is nearly identical to that measured by Laadhari [33] based on positive 

peak wall pressure events. These data are also in excellent agreement with the equiv- 

alent flow maps in figures 5.18c and 5.19c. The Taylor plots allow a much improved 

view of the small scale rolling vortical structure below the shear layer in the un- 

filtered flow field. Furthermore, this figure dramatically demonstrates the benefit 

of filtering the flow field to reveal small scale vortical structures which are masked 

by the large scale motions associated with the small scale events. As many as six, 

counter-rotating near-wall vortical structures can be identified in the filter 3 flow 

field. 

The separation distance between the wall pressure transducers (Ax+ w 100) 

which limits the capability of the flow field mapping technique, is shown in figure 

5.21 to be nominally the diameter of the vortical structures captured by filter 3. 

The difficulty of the mapping technique to resolve these structures is therefore not 

surprising. The wall pressure signature of these motions also follows the ejection 

and sweep pattern demonstrated by the larger scale motions. 

The flow field Taylor plots previously shown confirm the correlation between 

large scale motions and small scale, near-wall turbulent activity. This question is 

directly addressed with the next calculation. Figure 5.22 shows the filter 3 average 
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Figure 5.21: Taylor plot of unfiltered and filter 3 flow fields conditionally sampled 
on filter 3 positive peak wall pressure events 
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Figure 5.22: Taylor plot of filter 3 flow field conditionally sampled on filter 2 positive 
peak wall pressure events 

flow field conditionally sampled on filter 2 positive wall pressure events. The 

results more clearly demonstrate the correlation between filter 2 wall pressure events 

and small scale, filter 3 turbulent activity. The u and v velocity signals subjected 

to filter 0 and filter 2, shown in figure 5.20, are shown in figure 5.22 subjected to 

filter 3. In other words, this is the ensemble averaged high frequency (filter 3) flow 

field associated with filter 2 scale, positive peak wall pressure events. 

Recalling the wall pressure time records presented in section 4.2, it was observed 

that many filter 2 peak wall pressure events were not accompanied by clusters of 

high frequency (filter 3) activity. It is not surprising that the Taylor plot of the high 

frequency flow field in figure 5.22 does not show clear vortical structures. This is due 

to the inclusion of the high frequency velocity signals associated with every filter 2 

peak event. There are, however, obvious regions of organized activity, primarily 

ejection and sweep type motions depicted in these data. So although not all filter 2 
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peak events are accompanied by high frequency turbulent activity, enough of them 

are to produce the patterns shown in figure 5.22. The ensemble averaged filter 2 

wall pressure signature is shown in this figure to illustrate the difference in scale of 

the filter 3 motions and the filter 2 wall pressure events on which they are sampled. 

5.3    Summary of Findings 

In Chapter 4, the space-time characteristics of wall pressure events were examined 

with an array of pressure transducers. The wall pressure footprints of large and small 

scale structures were studied and an attempt was made at tracking the convective 

structures using the streamwise array. A correlation between the large and small 

scale motions was identified. 

The purpose of the flow field measurements presented in this chapter was to 

capture and identify the coherent structures that are the source of the wall pressure 

signatures identified in Chapter 4. To a large extent, this was accomplished. Fur- 

thermore, the conjecture on the correlation between large and small scale turbulent 

motions was confirmed using both cross-correlation and conditional sampling tech- 

niques between wall pressure and velocity measurements. Flow field results were 

presented for both the streamwise and spanwise measurement grids. These results 

will be summarized according to the technique employed; spectral, correlation, or 

conditional sampling. 

Wall pressure-velocity cross-spectral (coherence) measurements were examined 

to establish the overall spatial extent of the pressure producing turbulent structures. 

The measured spatial extent of these structures was demonstrated to be a function of 

frequency. In general, the lowest frequency band (filter 1) was shown to contain two 

dominant structures, the 5-scale motions within the boundary layer and the induced 

irrotational motions observed outside the boundary layer.   The 5-scale structures 
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within the boundary layer were characterized by strong pu coherence near the wall 

and strong pv coherence in the outer boundary layer (y+ «700). Smaller scale 

structures, isolated by the filter 2 band, and the near-wall structures, isolated by 

the filter 3 band, exhibited similar features to the 5-scale motions. These trends 

included a strong u component near the wall coupled with a strong v component 

farther from the wall. 

Cross-correlation measurements between filtered wall pressure and the u and 

v components of velocity proved to contain significant physical information about 

the dynamics of the turbulent structures. The findings revealed a consistency in the 

features of the motions within the boundary layer. The «5-scale structures isolated 

by filter 1 as well as the near-wall motions isolated by filter 2 and filter 3 were 

all characterized by ejection/sweep motions. The phase relationships between the 

pu and pv correlation contours confirmed that these motions behave like Reynolds 

stress activities. The inclination and convective features of these structures were also 

demonstrated. The smaller scale motions identified by filters 2 and 3 were shown 

to contain multiple vortical components. Similarly, spanwise correlation contours 

revealed streamwise secondary motions associated with periods of strong near wall 

shear stress (large —u). 

A more practical finding from these measurements was the realization that unfil- 

tered pressure-velocity correlation measurements are dominated almost exclusively 

by the large scale (filter 1) irrotational and <5-scale motions. The 5-scale motions 

appear to globally represent features of the active structures but tend to mask the 

details of the (high frequency) near-wall structures. To examine the features of 

the small scale, near-wall turbulent activity, both scales must be removed from the 

turbulent signals prior to cross-correlation measurement. 

Conditional sampling results best illustrated the flow field associated with 
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large and small scale wall pressure events. Both the instantaneous flow mapping 

technique and the "Taylor" plotting method were shown to have their own advan- 

tages. Flow field results from both techniques were consistent with each other and 

the fine resolution allowed by the Taylor method proved essential in resolving the de- 

tails of the small scale motions. Both techniques confirm the ejection/sweep motions 

associated with the occurence of wall pressure events. Ejection motions corresponded 

to positive wall pressure peaks and sweeps corresponded to negative pressure peaks 

for all scales of motion. Furthermore, all ejection motions were shown to be preceded 

by regions of strong near-wall, negative shear stress, confirming the results of the 

correlation contours. 

By comparing the filtered versus unfiltered flow fields associated with peak wall 

pressure events, a definitive structural pattern in the results was observed within 

the boundary layer. The large scale motions associated with filtered wall pressure 

events all display ejection/sweep type motions in the inner layer of the boundary 

layer. When viewing the entire unfiltered flow field associated with these events, 

the large scale motions appeared to comprise an inclined shear layer. However, by 

matching the filters of the velocity signals and the wall pressure signals, the vortical 

or rotational features of these large scale structures were revealed. By sampling 

the flow field on high frequency (filter 3) wall pressure events, the mapping and 

Taylor plotting methods both illustrated the correlation between large scale vortical 

motions (or shear layers) and near-wall, small scale turbulent motions. In general, 

the passage of the large scale structures correlated with a cluster of several small 

scale, near-wall burst events. 
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Chapter 6 

SUMMARY AND 
CONCLUSIONS 

The primary objectives of the investigation were first, to identify those organized 

structures related to turbulent production, to measure the spatial and temporal char- 

acteristics of these intermittent activities and to obtain a description of their wall 

pressure signatures. These objectives were met by acquiring extensive experimental 

data and performing analyses using a variety of signal processing techniques which 

included spectral analyses, cross-correlation measurements, and conditional sam- 

pling. These techniques were applied to four databases of simultaneously obtained 

wall pressure and velocity measurements. 

The first two experiments (Chapter 4) consisted exclusively of wall pressure mea- 

surements from a streamwise and spanwise array of pressure transducers. In the next 

two experiments (Chapter 5), simultaneous velocity and wall pressure measurements 

were obtained to map the streamwise and spanwise flow fields associated with wall 

pressure events. By band-pass filtering the pressure and velocity signals and com- 

paring the results of correlation and conditional sampling for the respective filters, a 

statistical relationship between large and small scale turbulent structures and their 

wall pressure signatures was obtained. Detailed summaries of the findings from each 

set of experiments are included at the end of each chapters. These results will be col- 
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lectively highlighted in Section 6.1. A more global interpretation of the findings will 

be presented in Section 6.2 in the form of a conceptual model for coherent motions 

within the turbulent boundary layer. This model is based primarily on the results 

of the flow field measurements presented in Chapter 5. Finally, a brief discussion of 

recommended future work is given in Section 6.3. 

6.1    Accomplishments and Findings 

The first objective, to identify and discriminate between active and passive turbulent 

structures was an issue at every phase of the investigation. In the first set of exper- 

iments, in which only wall pressure measurements were considered, discrimination 

between active and passive structures was limited to band pass filtering the wall 

pressure signals at frequencies believed to correspond to scales dominated by the ir- 

rotational motions (filter 1), large scale organized structures (filter 2) and near-wall 

turbulent activity (filter 3). Wall pressure activity in the band of high frequencies 

had been shown by Kammeyer [25] as well as others to be associated with near-wall, 

small scale Reynolds stress activity. By using a variety of post processing techniques 

on the wall pressure signals subjected to high (filter 3) and low (filter 2) frequency 

filtering, a correlation was observed between low and high frequency wall pressure 

activity. This correlation was the first evidence that the high frequency filter did not 

locate all organized activities associated with turbulent production, and that large 

scale structures may be coupled to the near-wall bursting process. 

In the second set of experiments where simultaneous velocity and wall pressure 

measurements were obtained, the distinction between active and passive turbulent 

structures was more definitive. In general, it was determined that the discrimination 

between active and passive turbulent structures could be achieved by filtering the 

induced irrotational motions from the large amplitude wall pressure activity. Thus, 
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the flow structures observed by filter 2 and filter 3 wall pressure events represent 

the large scale and small scale active motions, respectively. By observing the phase 

relationship between u and v for Reynolds stress activity in the pressure-velocity 

cross-correlation results for these active motions, evidence of large scale turbulent 

producing structures within the boundary layer was confirmed. Large scale vortical 

structures which exhibited Q2/Q4, ejection-sweep type motions were also observed 

in the conditional sampling of the wall pressure events. Actual ensemble averaged 

flow field maps of pressure producing structures showed the classic ejection/sweep 

characteristics for both large scale outer motions as well as small scale, near-wall 

motions. 

Tracking the active flow structures with a streamwise transducer array was also 

attempted. The understanding obtained from this experiment was mixed. However, 

by examining the database with the peak event tracking algorithm, many subtle 

features of the wall pressure signals were discovered. Low frequency peak events 

were successfully tracked across the length of the array. The flow field analyses of 

the motions associated with these events showed them to exhibit 'active' features 

as well as to be correlated with near-wall, small scale structures. A higher level 

of confidence was obtained that these turbulent structures could indeed be tracked 

with an array of pressure transducers. The tracking experiments also identified the 

need for a more sophisticated cluster detection and tracking algorithm, such as one 

which employs the VITA technique on wall pressure. Filtering the wall pressure 

signals prior to tracking the events was paramount to the success of the algorithm. 

The application of a short time VITA detection scheme could possibly circumvent 

the need for high frequency filtering. 

The distinct features of the 'total' wall pressure footprint of the small and large 

scale turbulent producing structures are not easily defined.   Based on the results 
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of this investigation, it is clear that a simple characteristic signature of a turbulent 

producing structure is not feasible. A hierarchy of structures exists within and out- 

side of the boundary layer that induce wall pressure signatures. For the purposes 

of this investigation, the structures may be considered active if the trajectory of the 

motions within the structure exhibit Q2/Q4 patterns. In general, the ensemble av- 

eraged flow field associated with both high (filter 3) and low (filter 2) frequency wall 

pressure events exhibit these Reynolds stress characteristics. Although dominant 

Reynolds stress production has been historically found to occur near the wall, the 

large scale structures across the boundary layer exhibit similar Q2/Q4 motions and, 

more importantly, appear to be coupled to the near wall burst events. Most models 

of organized motions suggest this relationship [29, 50]. 

Examination of the wall pressure time records, as well as correlation and condi- 

tional sampling results, revealed a temporal relationship between large scale motions 

across the boundary layer and small scale, near-wall turbulent production activity. 

Given the scale of a structure, the wall pressure signature ofthat structure, as seen in 

a pressure signal filtered to isolate that scale, is characterized by a cluster of positive 

and negative peaks which correspond to ejection and sweep motions, respectively. 

On average, the near-wall, small scale motions are characterized by a large number 

of peaks within a cluster. The instantaneous spatial extent of the footprint is also 

proportional to the scale of the structure, however, because the large and small scale 

structures appear to convect together, the total spatial extent of the large and small 

scale motions are similar. 

From a turbulence control standpoint, the results of this investigation are promis- 

ing. Since the focus of any active control technique would most likely be to affect the 

near-wall, small scale production motions, the findings associated with these scales 

are of primary interest.   The occurrence of these motions in clusters (best visible 
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in a filtered time record) indicates the advantage of a VITA type detection criteria. 

Since these motions were also shown to occur simultaneously with large scale, in- 

clined vortical structures or shear layers, the possibility is raised of an early warning 

mechanism based on the detection of large scale motions. These large scale mo- 

tions were successfully tracked in this investigation using conventional wall pressure 

transducers. 

6.2    Conceptual Model of Coherent Motions 

Of the eight categories of coherent motions proposed by Kline and Robinson [29] 

and summarized in Chapter 1, evidence of all but the first (low speed streaks) were 

found in the conditionally averaged flow field measurements. An idealized model of 

these structures as well as their wall pressure footprints are shown in figure 6.1. The 

regions of the flow field which represent these motions are labeled 2 through 8 in 

figure 6.1a. Furthermore, some of the structures which would be isolated by filters 

1.2, and 3 are also labeled. A crude example of the wall pressure signal subject to 

the same filters is shown in figure 6.1b. The primary features of this model require 

some explanation. 

Motions 2 and 3 from Kline and Robinson's list (lift-up and ejection of near- 

wall fluid and the subsequent sweep) are indicated near the wall. Spanwise vortical 

structures (LüZ) of varying scale (motion 4) are shown throughout the boundary layer 

region. A sloped near wall shear layer with high spanwise vorticity (motion 5) is 

indicated by the dashed line above the cluster of small scale structures. A splat 

motion (motion 6) is shown as the near wall effect of incoming fluid from two adja- 

cent, large scale counter-rotating vortical structures. A large scale (<5-scale) motion 

capped by the turbulent / non-turbulent interface (motion 7) is indicated along with 

the large scale shear layer back of this motion (motion 8). 
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Figure 6.1: Conceptual model of observed motions associated with large amplitude 
wall pressure events, (a) idealized flow field, (b) filtered wall pressure signals 
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The shear layers indicated by dashed lines in figure 6.1 were included to illustrate 

one of the principal findings in this investigation. That is, large and small scale shear 

layers reported by other investigators are most likely to be artifacts of the interaction 

between two or more vortical structures. They appear in the unfiltered conditionally 

averaged flow field measurements because they are correlated with large irrotational 

motions as well as small scale turbulent activity. It is also believed that the vortical 

motions from which the shear layers are derived can be revealed in the ensemble 

average flow field by filtering the velocity and wall pressure signals at matched 

frequencies. 

Another noteworthy finding from this investigation is illustrated in figure 6.1. 

Based primarily on the analysis of wall pressure time records from the streamwise 

array it was determined that while high frequency (filter 3) activity appeared often 

to be accompanied by low frequency (filter 2) fluctuations, many low frequency peak 

events appeared alone. So in figure 6.1a, some filter 2 scale structures are shown 

converting without the presence of small scale near-wall structures. 

The wall pressure activity associated with each of the structures depicted in figure 

6.1a are shown in figure 6.1b. The clustering features of the filter 3 and filter 2 scale 

motions are illustrated along with the wave-like behavior of the filter 1 signal which 

contains footprints of the 5-scale vortical structures within the boundary layer as 

well as the footprint of the induced irrotational motions outside the boundary layer. 

The physical features of organized motions proposed by Kline and Robinson [29] 

and reviewed in Chapter 1 warrant further examination. Kline [28] presented a 

summary of boundary layer structures as observed from low Reynolds number di- 

rect numerical simulation (DNS) studies. He concluded that two types of vortical 

structures are defined as "central" structures: 

1. Inner Layer: tilted streamwise (Legs) 
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2. Outer Layer: transverse (Heads) 

and that the two forms appear to overlap in the log-law region. Hairpin or horseshoe 

vortices do appear but are rare compared to heads and legs. He further comments 

on the relationship between the turbulent production process (Q2 and Q4 motions) 

and the appearance of heads and legs. 

The three dimensional characteristics of the motions observed in this investiga- 

tion could not be determined from the data collected. However, the model for co- 

herent motions proposed in figure 6.1 would not be inconsistent with the hierarchy 

of legs and heads discussed by Kline. These are shown in figure 6.2. In Robin- 

son's model, the buffer layer (y+ <30) contains primarily the streamwise legs of the 

hairpin-like structures which are formed by the lifting and stretching of low speed 

streaks. The log-law region (30< y+ <200) is populated by a mixture of compo- 

nents (heads and legs) whereas the outer-boundary layer, or wake region (y+ >200) 

is dominated by the large scale remnants of the near wall production process (heads). 

This highly idealized model would be difficult to verify experimentally for the 

high Reynolds number flow pursued in this study, however, its general features are 

consistent with the observations made in this investigation. The near-wall vortical 

motions observed in this investigation, which are responsible for a large portion of 

the RMS wall pressure field, are undoubtedly related to turbulent production. The 

dynamical relationship between large scale heads and small scale legs in the hairpin 

model may explain the correlation between large and small scale motions measured 

in this investigation. However, three dimensional resolution of the scales at which 

this process takes place would require experimental techniques beyond the scope of 

this investigation. 
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Figure 6.2: Idealized schematic of vortical structure populations in different regions 
of the turbulent boundary layer, from Robinson (1990) 

6.3    Recommendations for Future Work 

One of the more important findings of this investigation was the clustering of activity 

in the high frequency wall pressure signals. Although simple peak detection yielded 

promising results on both wall pressure event tracking and flow field visualization 

(conditional sampling), a more sophisticated cluster detection and tracking scheme 

would be desirable. This scheme could be based on the VITA technique which was 

demonstrated here to successfully capture the wall pressure activity associated with 

large and small scale coherent structures in the boundary layer. It would also be 

interesting to apply such a detection method to turbulent signals which have been 

subjected to a wavelet based filter, customized to capture the scales of active motions 

identified in this investigation with filters 2 and 3. 

Manv coherent structures were identified in this investigation in the flow fields 
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conditionally averaged on peak wall pressure events. The cluster detection and 

tracking scheme could also be used with the streamwise wall pressure array to es- 

tablish a more definitive criteria for conditional sampling flow variables. The flow 

field associated exclusively with convecting clusters of high and low frequency wall 

pressure activity may yield more detailed physical characteristics of the near-wall 

active motions. In this respect, any tracking scheme developed for use in an active 

turbulence control process could be evaluated using the database collected in this 

investigated. 

In general, there are many potential uses for the database established in this 

work, including testing alternative signal processing techniques or filtering schemes. 

It may also be worthwhile for investigators, whose findings based on direct numerical 

simulation have been cited throughout this work, to attempt to numerically duplicate 

the measurements made in this investigation. This type of study could qualify many 

of the physical interpretations made from the experimental measurements presented. 
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Appendix A 

TRANSDUCER 
QUALIFICATION 

A comparative study was performed early in the investigation to determine the 

feasibility of using Endevco pressure transducers (described in detail in Chapter 2) 

as elements of an array for tracking large amplitude wall pressure events. All prior 

wall pressure studies conducted in the Catholic University Low Noise Flow Facility 

employed Bruel & Kjaer (B&K), condenser-type microphones. The cost and size of 

the smallest available B&K microphones were prohibitive for a multi-element array. 

In this appendix, the results of the comparative study are presented. 

The performance of the Endevco Transducers will be compared to the B&K 

microphones according to the following categories: 

1. Sample time records. 

2. Noise floor. 

3. Wall pressure spectra for equilibrium flow. 

(a) Signal to noise ratio (/). 

(b) Broad-band frequency response. 

4. Large amplitude event statistics. 
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(a) Ensemble averaged event shapes. 

(b) Number of events detected. 

Wall pressure data were acquired from both the Endevco and B&K trandsucers 

using the experimental setup illustrated in figure 2.4. Figures A.la and b show- 

sample time records from a B&K microphone and an Endevco 8507C-2 transducer. 

In each figure, raw, high-pass filtered (100 Hz), and band-pass filtered (filter 0) 

signals are shown. The removal of the DC component by high pass filtering is evident 

in both signals. The most noticeable difference between the B&K and Endevco 

signals is the high frequency "choppiness" of the Endevco time record. This very 

high frequency component of the Endevco signal is dominated by electrical noise. 

By band pass filtering the Endevco signal at 100 Hz and 5 kHz, the noise component 

is effectively removed and the overall features of the original signal are retained. It 

is clear from these data that the removal of high frequency noise from the Endevco 

signal is necessary before peak detection or VITA techniques can be applied. Details 

of the high-frequency noise floor will be further illustrated next. 

The reason for the high frequency noise contamination is illustrated in figure A.2 

where the noise floors (wall pressure spectra at C/0=0 m/s) are shown for both the 

Endevco and B&K sensors. While both systems contain strong 60 cycle harmonics, 

the noise floor of the B&K system at 10 kHz is over 20 dB lower than the Endevco 

system. The effects of this noise floor are shown as signal to noise for t/0=50 m/s 

in figure A.3. The broadband S/N ratio for the B&K system is nominally 30 dB 

while that for the Endevco system is just over 20 dB. The frequency at which the 

noise floor meets the turbulent boundary layer signal is approximately 10 kHz for the 

B&K microphones and 6 kHz for the Endevco system. The upper cutoff frequency for 

filter 0 was chosen as 5 kHz based on a minimum S/N ratio of 3 dB at that frequency. 

It should be noted that the sensitivities of the B&K and Endevco transducers were 
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Figure A.2: Comparison of wall pressure sensor noise floors 

approximately 0.77 mV/Pa and 0.02 mV/Pa respectively. 

The wall pressure spectra shown in figure A.4 are the result of ensemble averaging 

the six Endevco spectra (solid line) and two B&K spectra (dashed line). These data 

were obtained at U0=b0 m/s from a spanwise array (6 Endevco sensors and 2 B&K 

sensors). The Endevco spectra collapsed on each other to within 1.5 dB and the 

B&K spectra collapsed to within 1 dB. Below 30 Hz, facility noise clearly dominates 

both signals. Out to approximately 1000 Hz, both sensors have essentially the same 

response. Above 1000 Hz, the roll-off of the Endevco sensors is slightly steeper and 

the noise floor is reached at approximately 6 kHz. The B&K signal is essentially noise 

free out to 10 kHz. The steeper high frequency roll-off for the Endevco sensors is 

believed to due to a combination of two dominant factors. First, the sensing diameter 

of the Endevco sensors is known to be slightly larger than that of the B&K pinhole 
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Figure A.3: Signal to noise ratios of wall pressure sensors (U0=15 m/s), (a) B&K 
1/8-in condenser type microphone, (b) Endevco 8507C-2 piezoresistive transducer 
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Figure A.4: Comparison of mean wall pressure spectra at U0=15 m/s 

microphones (4&A-=31, d^ndevc0=39) which would result in attanuation of higher 

frequency pressure fluctuations. Secondly, the frequency response of the Endevco 

transducers may not be as flat as claimed by the manufacturer (white noise response 

data were not available). 

Peak event statistics were computed for each transducer in the qualification test 

(6 Endevco and 2 B&K sensors). Events were compiled for each transducer at 

thresholds of k =± 1, 2, and 3 for high pass filtered (100 Hz) and band pass filtered 

(filter 0) wall pressure signals. The ensemble average event shapes for k=+S for 

the Endevco sensors were then averaged for the 6 transducers. The resulting event 

shape along with the equivalent shape for the B&K microphones for the filter 0 

wall pressure signals are shown in figure A.5. The event shapes from the B&K 

and Endevco sensors are almost indistinguishable.. The only subtle difference is the 
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Figure A.5: Comparison of average positive peak event shapes (k=3) for wall pres- 
sure signals subjected to filter 0 (U0=15 m/s) 

slightly more detailed over shoot of the B&K event shape. This can be attributed 

to the slightly better high frequency response of the B&K system. However, from 

the standpoint of peak event shapes, by applying filter 0 to the Endevco signal, the 

mean features of the wall pressure signal seen by both transducers is essentially the 

same. 

The total number of peak events detected in the high-pass filtered 10 second 

time records of the B&K and Endevco wall pressure signals are given in table A.l 

for each transducer at thresholds values of k =± 1, 2, and 3. The event statistics for 

the filter 0 signals are given in table A.2 to illustrate the effect of the 5 kHz cutoff 

frequency on peak event detection. 

The number of events detected in the high-pass filtered data given in table A.l 
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Table A.l: Total peak events detected for high pass filtered B&K and Endevco wall 
pressure signals 

Sensor k=±l k=±2 k=±3 
B&K#1 10442 3313 928 
B&K#2 11136 3442 914 
Endevco #1 10862 3191 834 
Endevco #2 11449 3413 831 
Endevco #3 11391 3478 845 
Endevco #4 10834 3215 830 
Endevco #5 11635 3493 840 
Endevco #6 11097 3244 795 

Table A.2: Total peak events detected for band-pass (filter 0) B&K and Endevco 
wall pressure signals 

Sensor k=±l k=±2 k=±3 
B&K#1 10317 3248 908 
B&K #2 10965 3387 879 
Endevco #1 9520 2803 769 
Endevco #2 9853 2989 738 
Endevco #3 9812 3028 775 
Endevco #4 9708 2918 771 
Endevco #5 9877 3013 740 
Endevco #6 9583 2839 721 
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show a consistency between the B&K and the Endevco results for threshold values 

of k = 1 and 2. Slightly more large amplitude events (A;=3) are detected by the 

B&K sensors. This effect is most likely due to the steeper high frequency roll-off for 

the Endevco sensors. In fact, if not for the high frequency noise contaminating the 

high pass filtered Endevco signal (see figure A.lb), this effect would probably more 

dramatic. The results in table A.2 confirm this conjecture. By removing the high 

frequency noise component from the Endevco signals, the number of peak events 

detected is greatly reduced for all threshold values. Whereas the number of events 

detected by the B&K sensors is essentially unchanged. The high frequency roll-off 

of the Endevco sensors results in nominally 10% fewer peak events detected. 

Other statistics such as percent of the time record occupied by peak events, 

percent contribution of the events to RMS pressure, average time between events 

and the average duration of events was computed for all sensors subject to high-pass 

and band-pass filtering. This extensive list of statistics shows a general consistency 

between the B&K sensors and the Endevco transducers and is therefore not presented 

here. 

Since the time between peaks seen in signals from various sensors in the wall 

pressure array was used extensively in this investigation to characterize convection 

velocity and other phase relationships, it was important to verify that the sensors 

in the array were synchronized. The array containing the six Endevco transducers 

and the two B&K microphones was subjected to an impulse acoustic signal while 

the signals were being sampled. The response of the sensors (not shown) indicate 

that the Endevco sensors appear to be synchronized to within .03 msec (0.68 viscous 

time units). 

Based on the event statistics presented in this appendix, as well as on the higher 

order statistics not presented, the Endevco sensors were determined to be adequate 
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for this investigation which relies on peak event detection for a majority of its analy- 

ses. Similarly, for the frequency range of interest for the wall pressure measurements 

(100 Hz to 5 kHz) the Endevco 8507C-2 transducer systems were determined to have 

an adequate signal to noise ratio at tunnel speeds of approximately 15 m/s (50 ft/s). 

170 



Bibliography 

[11 R. J. Adrian, P. Moin, and R. D. Moser. Stochastic estimation of conditional 
eddies in turbulent channel flow. In Proc. 1987 Summer Program Cent. Turb. 
Res., pages 7-19. Center for Turbulence Research, Stanford, CA, 1987. 

[21 J. A. Astolfi and B. E. Forestier. Flow noise associated with near-wall turbu- 
lence structure. In Farabee, Keith, and Lueptow, editors, Flow Noise Modeling, 
Measurement, and Control, number NCA 15/FED 168, pages 1-11. ASME, 
1993. 

[3] J. S. Bendat and A. G. Piersol. Engineering Applications of Correlation and 
Spectral Analysis. Wiley-Interscience, 1980. 

[4] R. F. Blackwelder and H. Eckelmann. Streamwise vortices associated with the 
bursting phenomenon. J. Fluid Mech., 94:577-594, 1979. 

[5] R F Blackwelder and R. E. Kaplan. On the wall structure of the turbulent 
boundary layer. J. Fluid Mech., 76:89-112, 1976. 

[6] W K. Blake. Turbulent boundary laver wall pressure fluctuations on smooth 
and rough walls. J. Fluid Mech., 44 Part 4:637-660, 1970. 

[7] W. K. Blake. Aero-hydroacoustics for ships. Technical Report DTNSRDC 
Report 84/010, David Tavlor Naval Ship Research and Development Center, 
Bethesda, MD, 1984. 

[8] T. F. Brooks and T .H. Hodgson. Trailing edge noise prediction from measured 
surface pressures. J. Sound and Vib., 78 No. 1:69-117, 1981. 

[91 M K. Bull. Wall-pressure fluctuations associated with subsonic turbulent 
boundary layer flow. J. Fluid Mech, 28:719-754, 1967. 

[10] K. J. Bullock, R. E. Cooper, and F. H. Abernathy. Structural similarity in 
radial correlations and spectra of longitudinal velocity fluctuations in pipe flow. 
J. Fluid Mech., 88:585-608, 1978. 

[11] K. S. Choi. Turbulent drag reduction strategies. In Choi, Prasad, and Truong, 
editors, Emerging Techniques in Drag Reduction, pages 77-100. Mechanical En- 
gineering Publications Ltd., 1996. 

[12] F. H. Clauser. The turbulent boundary layer. In Advances in Applied Mechanics, 
volume 4, pages 2-51. Academic Press, 1956. 

171 



[131 A Dinkelacker. Do tornado-like vortices play a role in the turbulent mixing 
process? In Proc. IUTAM/ICHMT Symp. Hemisphere, 1982. 

[14] Endevco. Piezoresistive Pressure Transducers, Instruction Manual, Rev A, 
1990. 

[15] R. E. Falco. New results, a review and synthesis of the mechanism of turbulence 
production in boundary layers and its modification. AIAA Paper No. 83-0377, 
1983. 

[16] T. M. Farabee. An experimental investigation of wall pressure fluctuations be- 
neath non-equilibrium turbulent flows. Technical Report DTNSRDC-86/047, 
David Taylor Naval Ship Research and Development Center, Bethesda, Mary- 
land 20084-5000, 1986. 

[17] T. M. Farabee and M. J. Casarella. Spectral features of wall pressure fluctu- 
ations beneath turbulent boundary layers. Phys. Fluids A, 3(10):2410-2420, 
1991. 

[18] H. E. Fiedler. Coherent structures. In Advances in Turbulence, pages 320-336. 
Springer-Verlag, 1986. 

[19] K. Hijikata, Y. Suzuki, and K. Iwana. Flow visualization by velocity pressure 
cross-correlation. J. Fluids Engineering, 118:486-493, 1996. 

[20] J. O. Hinze. Turbulence. McGraw Hill, New York, 1975. 

[21] A. Hussain. Coherent structures—reality and myth. Phys. Fluids, 26(10) :2816- 
2850, 1983. 

[22] S. Javasundera, M. Casarella, and S. Russell. Identification of coherent motions 
using wall pressure signatures. Technical Report Progress Rept. to Office of 
Naval Research, Catholic University of America, Washington, DC, 1996. 

[23] J. Jimenez, P. Moin, R. D. Moser, and L. R. Keefe. Ejection mechanisms in the 
sublayer of a turbulent channel. In Proc. 1987 Summer Program Cent. Turb. 
Res., pages 37-47. Center for Turbulence Research, Stanford, CA, 1987. 

[24] A. V. Johansson, J. Her, and J. H. Haritonidis. On the generation of high- 
amplitude wall pressure peaks in turbulent boundary layers and spots. J. Fluid 
Mech., 175:119-142, 1987. 

[25] M. Kammeyer. An Experimental Investigation of Organized Turbulent Motions 
and Wall-Pressure Fluctuations in Complex Flows. PhD thesis, The Catholic 
University of America, 1995. 

[26] C. C. Karangelen. Temporal and Spectral Features of Wall Pressure Fluctuations 
Beneath a Turbulent Boundary Layer. PhD thesis, The Catholic University of 
America, 1991. 

[27] J Kim On the structure of pressure fluctuations in simulated turbulent channel 
flow. J. Fluid Mech., 205:421-451, 1989. 

172 



[28] S. J. Kline. Boundary layer structure - a summary. In Turbulence Research - 
Joint AFOSR/ONR Grantee and Contractors Meeting, pages 157-173. Illinois 
Institute of Technology, Fluid Dynamics Research Center, 1992. 

[29] S. J. Kline and S. K. Robinson. Quasi-coherent structures in the turbulent 
boundary layer. Part I: Status report on a community-wide summary of the 
data. In Kline and Afgan, editors, Near-Wall Turbulence: Proceedings of the 
1988 Zoran Zaric Memorial Conference, pages 200-217. Hemisphere, 1990. 

[30] Y. Kobashi and M. Ichijo. Wall pressure and its relation to turbulent structure 
of a boundary layer. Experiments in Fluids, 4:49-55, 1986. 

[31] L. S. G. Kovasznay. The turbulent boundary layer. Annu. Rev. Fluid Mech., 
2:95-112, 1970. 

[32] T. R Krauss, L. Shure, and J. N. Little. Signal Processing TOOLBOX for Use 
with MATLAB. The MathWorks, Inc. Natick, Mass., 1994. 

[33] F. Laadhari, R. Morel, and E. Alcaraz. Combined visualization and measure- 
ments in transitional boundary layers. Eur. J. Mech., B/Fluids, 13 No. 4:473- 
489, 1994. 

[34] J. Laufer. New trends in experimental turbulence research. Annu. Rev. Fluid 
Mech., 7:307-326, 1975. 

[35] Y Nagano and M. Tagawa. Coherent motions and heat transfer in a wall 
turbulent shear flow. J. Fluid Mech., 305:127-157, 1995. 

[36] A. M. Naguib and C. E. Wark. An investigation of wall-layer dynamics using a 
combined temporal filtering and correlation technique. J. Fluid Mech., 243:541- 
560, 1992. 

[37] N. Naravan and R. Plunkett. Pressure cross spectra in turbulent boundary 
lavers in water. In NCA Vol 1, pages 97-103. ASME Winter Annual Meeting, 
Miami Beach, FL, 1996. 

[38] G. R. Offen and S. J. Kline. A proposed model of the bursting process in 
turbulent boundary layers. J. Fluid Mech., 70:209-228, 1975. 

[39] R. L. Panton, A. L. Goleman, R. L. Lowery, and M. M. Reischman. Low- 
frequency pressure fluctuations in axisymmetric turbulent boundary layers. J. 
Fluid Mech., 97:299-319, 1980. 

[40] P. B. Penafiel. VXI driver for the HP-9000/735 workstation using the HP- 
E1489I MXIbus controller interface. Technical report, Dept. of Mech. Engi- 
neering, The Catholic University of America, Washington, D.C. 20064, 1994. 

[41] P. B. Penafiel, M. J. Casarella, and M. E. Kammeyer. Application of wavelet- 
filtering techniques to intermittent turbulent and wall pressure events, part II 
— detection of cluster patterns. Technical report, Dept. of Mech. Engineering, 
The Catholic University of America, Washington, D.C. 20064, 1995. 

[42] A. K. Praturi and R. S. Brodkey. A stereoscopic visual study of coherent 
structures in turbulent shear flow.* J. Fluid Mech., 89:251-272, 1978. 

173 



[43] S. K. Robinson. Kinematics of Turbulent Boundary Layer Structure. PhD 
thesis, Stanford University, 1990. 

[44] S K. Robinson. Coherent motions in the turbulent boundary layer. Annu. Rev. 
Fluid Mech., 23:601-639, 1991. 

[45] G. Schewe. On the structure and resolution of wall-pressure fluctuations asso- 
ciated with turbulent boundary-layer flow. J. Fluid Mech., 134:311-328, 1983. 

[46] S. R. Snarski and R. M. Lueptow. Wall pressure and coherent structures in a 
turbulent boundary layer on a cylinder in axial flow. J. Fluid Mech., 286:137- 
171, 1995. 

[47] P R Spalart. Direct simulation of a turbulent boundary layer up to re=1410. 
J. Fluid Mech., 187:61-98, 1988. 

[48] H. Tennekes and J. L. Lumley. A First Course in Turbulence. The MIT Press, 
1972. 

[49] T. Theodorsen. Mechanism of turbulence. In Proc. Midwest Conf. Fluid Mech. 
2nd, pages 1-18, 1952. 

[50] A. S. W. Thomas and M. K. Bull. On the role of wall-pressure fluctuations in 
deterministic motions in the turbulent boundary layer. J. Fluid Mech., 128:283- 
322, 1983. 

[51] J M. Wallace. The vortical structure of bounded turbulent shear flow. Led. 
Notes Phys., 235:253-268, 1985. 

[52] C E Wark and H. M. Nagib. Experimental investigation of coherent structures 
in turbulent boundary layers. J. Fluid Mech., 230:183-208, 1991. 

[53] V. Wilczynksi. Organized Turbulent Structures and Their Induced Wall Pressure 
Fluctuations. PhD thesis, The Catholic University of America, 1992. 

[54] W. W. Willmarth and S. S. Lu. Structure of the reynolds stress near the wall. 
J. Fluid Mech., 55:65-92, 1972. 

[55] W W Willmarth and B. J. Tu. Structure of turbulence on the boundary layer 
near the wall. Phys. Fluids, 10:134-137, 1967. 

[56] Y. Yuan and M. Mokhtarzadeh-Dehghan. A comparison study of conditional- 
sampling methods used to detect coherent structures in turbulent boundary 
lavers. Phys. Fluids, 6(6):2038-2057, 1984. 

174 



Distribution List 

Dr.   Patrick   Purtell 
Office  of Naval  Research 
S & T Division, Code 333 
800  North  Quincy   Street 
Arlington,   VA   22217-5660 

Dr. Spiro G. Lekoudis 
Office   of Naval   Research 
S & T Division, Code 333 
800  North  Quincy  Street 
Arlington,   VA   22217-5660 

Dr.  Theodore M.  Farabee 
Carderock Division, NSWC - 
Bethesda, MD 20084 

Code 725 

Dr.   Richard  M.   Lueptow 
Mechanical    Engineering    Dept. 
Northwestern     University 
2145   Sheridan   Road 
Evanston,   IL  60208 

Dr. William L. Keith 
Code 2141 
Naval   Undersea   Warfare   Center 
New London, CT 06320 

Dr. Candace E. Wark 
Mech  &  Aerospace  Engr.   Dept. 
Illinois   Inst.   of   Technology 
10 West 32nd Street 
Chicago,   IL  60616-3793 

Dr.   P.   R.   Bandyopadhyay 
Weapons   Tech/Undersea   Systems 
Naval   Undersea   Warfare   Center 
1176  Howell  Street 
Newport,  RI  02841-1708 

Professor  J.   F.   Morrison 
Department   of   Aeronautics 
Imperial   College 
Prince   Consort   Road 
London, SW7 2BY UK 

Professor   Peter   Bradshaw 
Mechanical    Engineering    Dept. 
Stanford    University 
Stanford,  CA  94305-3030 

Professor  R.  F.   Blackwelder 
Aerospace   Engineering   Dept. 
University   of   Southern   California 
Los Angeles, CA 90089-1191 

Dr.   Vincent   Wilczynski 
U.S. Coast Guard Academy 
15   Mohegan   Avenue 
New London, CT 06320 

Dr.   Ronald  Panton 
Mechanical   Engineering   Dept. 
University   of Texas 
Austin, TX 78712 

Professor   R.    Sreenivasan 
Mason    Laboratory 
Yale    University 
New Haven, CT 06520 

Dr.   John   Sullivan 
Aerospace   Science   Lab 
Purdue    University 
3   Purdue   Airport 
West Lafayette,  IN 47906-3371 

Professor   Dennis    Bushnell 
NASA   -  Langley   Research   Center 
M/S   197 
Hampton,  VA  23681 

Professor  John   K.   Eaton 
Mechanical    Engineering    Department 
Stanford    University 
Stanford,  CA 94305-3030 

Professor   John   Foss 
Mechanical    Engineering    Dept. 
Michigan   State   University 
A-118  Research  Complex  -  Engr. 
East Lansing, MI 48824 

Dr.   Mark   Kammeyer 
M/C  SI02-2272 
McDonnell   Douglas   Aerospace 
P.O. Box 516 
St. Louis, MO 63116-0516 



Defense   Technical   Information   Ctr.      (4 copies) 
8725 John J.  Kingman Rd. 
Suite 0944 
Ft. Belvoir, VA 22060-6218 

Professor   John   Kim 
Mech/Aero/Nuclear     Engineering 
University   of  California  at  Los   Angeles 
46147 Eng IV 405 Hilgard Ave. 
Los Angeles, CA 90024-1597 

Professor   F.   Hussain 
University   of   Houston 
Dept.   of   Mechanical   Engineering 
Houston, TX 77004 

James   McMichael 
Air  Force   Office   of  Scientific   Research 
Boiling AFB, DC 20332 

Professor   Ronald   Adrian 
University   of   Illinois 
16   Talbot   Laboratory 
104   South   Wright   Street 
Urbana,   IL   61801 

Professor   Paul   Durbin 
Stanford    University 
Center   for   Turbulence   Research 
Stanford,  CA  94305-3030 


